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Preface

This book presents antenna design and analysis at the level to produce an understanding of
the interaction between a wireless system and its antenna, so that the overall performance can
be predicted. Gigabit wireless communications require a considerable amount of bandwidth,
which can be supported by millimetre waves. Millimetre wave technology has now come of
age, and at the time of writing the standards of IEEE 802.15.3c, WirelessHD™ and ECMA are
on schedule to be finalised. The technology has attracted new commercial wireless applications
and new markets, such as the capacity for high-speed downloading and wireless high-definition
TVs. This book summarises and reports the extensive research over recent years and emphas-
ises the importance and requirements of antennas for gigabit wireless communications, with
an emphasis on wireless communications in the 60 GHz ISM band and in the E-band. This
book I reviews the particular requirements for this application and addresses the design and
feasibility of millimetre wave antennas; such as planar antennas, rod antennas and antenna
arrays. Examples of designs are included, along with a detailed analysis of their performance.
In addition, this book includes a bibliography of current research literature and patents in this
subject area. Finally, the applications of these antennas are discussed in the light of different
forthcoming wireless standards.

Millimetre Wave Antennas for Gigabit Wireless Communications endeavours to offer a
comprehensive treatment of antennas based on electronic consumer applications, providing
a link to applications of computer-aided design tools and advanced materials and technolo-
gies. The major features of this book include a discussion of the many novel millimetre wave
antenna configurations available with newly reported design techniques and methods.

Although it contains some introductory material, this book is intended to provide a collection
of millimetre wave antenna design considerations for communication system designers and
antenna designers. The book should also act as a reference for postgraduate students, research-
ers and engineers in millimetre wave engineering and an introduction to the various design
considerations. It can also be used for millimetre wave teaching. A summary of each chapter
is given below.

Chapter 1 introduces the near-term developments in millimetre wave communications. The
importance and requirements of millimetre wave antennas are discussed based on channel
performance, link budget, and applications in line-of-sight and non-line-of-sight scenarios.
Sections addressing system-level considerations include references to subsequent chapters
that contain a more detailed treatment of antenna design.

Chapters 2 to 8 address conventional configurations of millimetre wave antennas.

Chapter 2 considers several critical factors that limit the performance of millimetre wave
antennas. As the antenna design has become critical in wireless communications, the limitations
of antenna design are also discussed in this chapter.
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Chapter 3 describes the variety of millimetre wave planar antennas, and lists basic feeding
methods and useful references on a wide variety of techniques for producing low-profile
antennas.

Chapter 4 deals with millimetre wave integrated horn antennas. The chapter includes a
discussion of circular polarisation optimisation techniques, such as those for array antennas.
With circular waveguide modes that can be used for mode tracking described in Chapter 8.

Chapter 5 addresses low cost and high directivity of millimetre wave rod antennas. Different
feeding methods, maximum gain, and beam tilting are discussed in detail. With multiple-rod
antennas that can be used as beam-switching antennas discussed in Chapter 7.

Chapter 6 describes the variety of millimetre wave lens antennas, relevant feeding methods
and novel architectures. Lens antennas, with the advantages of light weight and small height,
are identified as designs that can be used for new applications.

Chapter 7 discusses millimetre wave multibeam antennas and their construction. Novel
antennas with advanced radiation characteristics have been demonstrated. Some of the effects
of mutual coupling of signals and noises between array elements are covered. This interaction
modifies the active array element patterns and can cause impedance changes during scanning.

Chapter 8 focuses on smart antennas and their usage in wireless communications. Wide-
ranging technologies such as beam switching, beam steering, MIMO and mode tracking, that
satisfy special needs are considered. These technologies could produce low-profile high-
gain electronic scanning systems in conjunction with the antenna elements described in
Chapters 3 to 7.

Chapter 9 explores millimetre wave antenna materials and manufacturing techniques.
Materials technologies are discussed such as LTCC, LCP, CMOS, high-temperature super-
conductors, carbon nanotubes, etc. New materials offer new design concepts and promise
future exciting antenna technology trends.

Finally, chapter 10, extrapolates the wireless applications of millimetre wave antennas in
a envisaged future market. This book only briefly addresses the details of electromagnetic
analysis, with the fundamentals of the subject requiring a more detailed study than can be
given in this system design-oriented book.

First of all, the authors wish to acknowledge the copyright permission from IEEE (US),
European Microwave Association (Belgium), John Wiley & Sons, Inc. (US), ERA (UK) and
Su Khiong Yong (US).

The authors are indebted to many researchers for their published works, which were rich
sources of reference upon which this book reports and summarises. Their sincere gratitude
extends to the Editor, Sarah Hinton, and the reviewers for their support in the writing of this
book. The help provided by Tiina Ruonamaa and other members of the staff at John Wiley &
Sons, Ltd is most appreciated. The authors also wish to thank their colleagues at the University
of Oxford, and University of Greenwich.

In addition, Kao-Cheng Huang would like to thank Prof. Mook-Seng Leong, National
University of Singapore (Singapore), Prof. Riidiger Vahldieck, ETH (Switzerland),
Prof. Ban-Leong Ooi, National University of Singapore (Singapore), Dr David Haigh, Imperial
College (UK), Prof. Francis Lau, Hong Kong Polytechnic University (China), Dr H.M. Shen,
University of Edinburgh (UK), Dr Chris Stevens, University of Oxford (UK) and Dr Jia-Sheng
Hong, Heriot-Watt University (UK) for their many years of support. David Edwards would
also like to thank Charlotte Edwards for her help in the final stages of the book. Note: During
the later stages of the production of this book Dr Kao-Cheng Huang was taken seriously ill.
The book has been completed from his notes and we apologise for any resulting omissions.
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1

Gigabit Wireless Communications

The demand for high data rate and high integrity services seems set to grow for the foreseeable
future. In this chapter the basic ideas and application areas for gigabit Ethernet are introduced,
and the requirements for high-performance networks are described. The role of the antenna in
these systems is addressed, and consideration of the performance parameters outlined.

This chapter is organised as follows. Section 1.1 describes a number of application
scenarios and highlights the requirements for a specific application, namely uncompressed
high-definition video streaming. Section 1.2 describes the worldwide regulatory efforts
and standardisation activities. Section 1.3 presents the characteristics of millimetre waves.
Section 1.4 presents measured propagation results and channel performance. Section 1.5
describes system design and performance. Section 1.6 discusses the role of the antenna within
the system and the technical challenges that need to be resolved for the full deployment of
60 GHz radio networks. Section 1.7 describes the link budget, which is pivotal in determining
the performance of the system. In this section noise is also examined, and its impact on link
behaviour. Section 1.8 summarises the main points of the chapter.

1.1 Gigabit Wireless Communications

The adoption of each successive generation of Ethernet technology has been driven by econom-
ics, performance demand, and the rate at which the price of the new generation has approached
that of the old. As the cost of 100 Mbps Ethernet decreased and approached the previous cost of
10 Mbps Ethernet, users rapidly moved to the higher performance standard. In January 2007,
10 gigabit Ethernet over copper wiring was announced by the industry [1]. Additionally, gigabit
Ethernet became economic (e.g. below $200) for server connections, and desktop gigabit con-
nections have come within $10 or less of the cost of 100 Mbps technology. Consequently,
gigabit Ethernet has become the standard for servers, and systems are now routinely ordered
with gigabit Network interface cards. Mirroring events in the wired world, as the prices of
wireless gigabit links approach the prices of 100 Mbps links, users are switching to the higher-
performance product, both for traditional wireless applications, as well as for applications that
only become practical at gigabit speeds.

Millimetre Wave Antennas for Gigabit Wireless Communications Kao-Cheng Huang and David J. Edwards
© 2008 John Wiley & Sons, Ltd



2 GIGABIT WIRELESS COMMUNICATIONS

In terms of a business model, wireless communications have pointed towards an approach-
ing need for gigabit speeds and longer-range connectivity as the applications emerge for home
audio/visual (A/V) networks, high-quality multimedia, voice and data services. Current wire-
less local area networks (WLANSs) offer peak rates of 54 Mb/s, with 200-540 Mb/s, such as
IEEE 802.11n, becoming available soon. However, even 500 Mb/s is inadequate when faced
with the demand for higher access speed from rich media content and competition from 10 Gb/s
wired LANs. In addition, future home A/V networks will require a Gb/s data rate to support mul-
tiple high-speed, high-definition A/V streams (e.g. carrying an uncompressed high-definition
video at resolutions of up to 1920 x 1080 progressive scans, with latencies ranging from 5 to
15 ms) [2].

Based on the technical requirements of applications for high-speed wireless systems, both
industry and the standardisation bodies need to take into account the following issues:

1. Pressure on data rate increases will persist.

2. There is a need for advanced domestic applications such as high-definition wireless
multimedia, which demand higher data rates.

3. Data streaming and download/memory back-up times for mobile and personal devices will
also place demands on the shared resource, and user models point to very short dwell times
for these downloads.

Some approaches, such as IEEE 802.11n, are improving data rates by evolving the exist-
ing WLANSs standards to increase the data rate; to up to 10 times faster than IEEE 802.11a
or 802.11g. Others, such as the ultra-wideband (UWB) are pursuing much more aggressive
strategies, such as sharing spectra with other users. Another approach that will no doubt be taken
will be the time-honoured strategy of moving to higher, unused and unregulated millimetre
wave frequencies.

Despite millimetre wave technology having been established for many decades, the mil-
limetre wave systems available have mainly been deployed for military applications. With
the advances in process technologies and low-cost integration solutions, this technology has
started to gain a great deal of momentum from academia, industry and standardisation bodies.
In very broad terms, millimetre wave technology can be classified as occupying the electro-
magnetic spectrum that spans between 30 and 300 GHz, which corresponds to wavelengths
from 10 to 1 mm. In this book, the main focus will be on the 60 GHz industrial, scientific and
medical (ISM) band (unless otherwise specified, the terms “60 GHz” and “millimetre wave”
will be used interchangeably), which has emerged as one of the most promising candidates for
multigigabit wireless indoor communication systems.

Although the IEEE 802.11n standard will improve the robustness of wireless communica-
tions, only a modest increase in wireless bandwidth is provided and the data rate is still lower
than 1 Gb/s. Importantly, 60 GHz technology offers various advantages over currently pro-
posed or existing communications systems. One of the deciding factors that makes 60 GHz
technology attractive and has prompted significant interest recently, is the establishment of
(relatively) huge unlicensed bandwidths (up to 7 GHz) that are available worldwide. The spec-
trum allocations are mainly regulated by the International Telecommunication Union. The
details for band allocation around the world can be found in Section 1.2.

While this is comparable to the unlicensed bandwidth allocated for ultra-wideband purposes
(~2-10 GHz), the 60 GHz band is continuous and less restricted in terms of power limits (also
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there are less existing users). This is due to the fact that the UWB system is an overlay sys-
tem and thus subject to different considerations and very strict regulation. The large band at
60 GHz is in fact one of the largest unlicensed spectral resources allocated in history. This huge
bandwidth offers potential in terms of capacity and flexibility and makes 60 GHz technology
particularly attractive for gigabit wireless applications. Although 60 GHz regulations allow
much higher transmit power compared to other existing wireless local area networks (e.g. max-
imum 100 mW for IEEE 802.11 a/b/g) and wireless personal area network (WPAN) systems, the
higher transmit power is necessary to overcome the higher path loss at 60 GHz (see Table 1.1).

Table 1.1 Path loss and transmit power comparison for different
wireless standards

10 m path loss Maximum transmit

(dB) power (mW)
802.11a 66 40
802.11b/g 60 100
802.15.3¢ 88 500

In addition, the typical 480 Mbps bandwidth of UWB cannot fully support broadcast video
and therefore the data packets need to be recompressed. This forces manufacturers to utilise
expensive encoders and more memory into their systems, in effect losing video content and
adding latency in the process. Therefore, 60 GHz technology could actually provide better
resolution, with less latency and cost for television, DVD players and other high-definition
equipment, compared to UWB.

Taking into consideration the development of consumer electronics, currently the IEEE
802.15.3c standard [3] provides 1-3 Gb/s wireless personal area network solutions, projected
for introduction in the years 2008 to 2009. Also, WiMedia 2.0 [4], which can be used for large
file transfer applications, is to be developed, so the target is to have a data rate of 5 Gb/s or
higher raw bit rates and with more than a 10 m range for indoor applications.

Figure 1.1 shows the development and the trend of wireless standards. Advanced wireless
technology should always adopt timelines/milestones to increase data rates by ~5 to 10 times
every 3 to 4 years to keep up with the pace of projected demand.

While the high path loss seems to be a disadvantage at 60 GHz, it does however confine the
60 GHz power and system operation in an indoor environment. Hence, the effective interference
levels for 60 GHz are less severe than those systems located in the congested 2-2.5 GHz and
5-5.8 GHz regions. In addition, higher frequency re-use can also be achieved over a very
short distance in an indoor environment, thus allowing a very high throughput network. The
compact size of the 60 GHz radio also permits multiple antenna solutions at the user terminal
that are otherwise difficult, if not impossible, at lower frequencies. Compared to a 5 GHz
system, the form factor of millimetre wave systems is approximately 140 times smaller and
can be conveniently integrated into consumer electronic products, but it will require new design
methodologies to meet modern communication needs.

Designing a very high-speed wireless link that offers good quality-of-service and range
capability presents a significant research and engineering challenge. Ignoring fading for the
moment, in theory, the 1 Gb/s data rate requirement can be met, if the product of bandwidth
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Figure 1.1 Data rate projections over time [5]

(in units of Hz) and spectral efficiency (in b/s per Hz units) equals 10°. As shall be described
in the following sections, a variety of cost, technology and regulatory constraints make such
a solution very challenging.

Despite the various advantages offered, millimetre wave based communications suffer a
number of critical problems that must be resolved. Figure 1.2 shows the data rates and range
requirements for a number of WLAN and WPAN systems. Since there is a need to distinguish
between different standards for broader market exploitation, the IEEE 802.15.3c standard is
positioned to provide gigabit rates and a longer operating range. At these rates and ranges,
it will be a difficult task for millimetre wave systems to provide a sufficient power margin
to ensure a reliable communication link. Furthermore, the delay spread of the channel under
consideration is another limiting factor for high-speed transmission. Large delay spread values
can easily increase the complexity of the system beyond the practical limit for equalisation [6].

> 802, 1 Ihl\> £02.11a f\> 802.11n
V V

] | ] |
IM 10M 100M 1G Data rate

v

Figure 1.2 Data rates and range requirements for WLAN and WPAN standards and applications.
Millimetre wave technology, i.e. IEEE 802.15.3c, is aiming for very high data rates [6]

If a 10 mW power input to the antenna is assumed with a 10 dBi gain based on a highly
integrated, low-cost design with a steerable beam at 60 GHz, a Shannon capacity curve is
produced, as shown in Figure 1.3. The formula used to derive these curves is presented in
Equations (1.3) and (1.4) in Section 1.4.



GIGABIT WIRELESS COMMUNICATIONS 5

60 GHz

Distance (m)
>
l

44 UWB

0 T T
1 2 3 4 5
Data rate (Gb/s)

Figure 1.3 Shannon’s capacity curve in a 1 GHz occupied bandwidth for 60 GHz versus UWB (noise
figure is set at §dB) [5]

In the search for the provision of higher data rates, radio systems have tended to look at
higher frequencies where an unregulated spectrum is available. As an alternative, a (free space)
wireless optical LAN also competes as one of the communication technologies that are able
to offer a significant unregulated spectrum. Diffuse optical networks use wide- angle sources
and scatter from surfaces in the room to provide optical ‘ether’ similar to that which would be
obtained using a local radio transmitter [7]. This produces coverage that is robust to blocking,
but the multiple paths between the source and receiver cause dispersion of the channel, thus
limiting its performance. Additionally optical transmitters launch extremely high power, and
dynamic equalisation is required for high bandwidth operation.

Optical networks have the potential to offer significant advantages over radio approaches,
within buildings or in spaces with limited coverage. Many current systems use directed line-
of-sight paths between transmitter and receiver [8]. These can provide data rates of hundreds
of megabits per second and above, depending on particular parameters. However, the coverage
area provided by a single channel can be quite small, so that providing area coverage, and the
ability to roam, presents a major challenge. Line-of-sight channels can also be blocked, as
there is no alternative scattered path between the transmitter and receiver, and this presents a
major challenge in network design [7]. Multiple-base stations within a room would provide
coverage in this case, and optical or fixed connections could be used between the stations.
A commercial line-of-sight system is currently offered by Victor Company of Japan, Limited
(JVCO), giving 10 Mb/s Ethernet connections [9].

In general, optical channels are subject to eye safety regulation, which is difficult to meet,
particularly for line-of-sight channels [7]. Typically optical LANS work in the near- infrared
region (between 700 and 1000 nm) where optical sources and detectors are low cost and
regulations are particularly strict. At longer wavelengths (1500 nm and above) the regulations
are much less stringent, although sources at this wavelength and power output are not widely
available [10].
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As previously mentioned, the other major problem for optical channels is that of blocking.
Line-of-sight channels in particular are required for high-speed operation and these are by their
nature subject to blocking. Within a building, networks must be designed using appropriate
geometries to avoid blocking, and this is usually solved by using multiple access points to

allow complete coverage [10, 11].
Table 1.2 compares the characteristics of three technologies for gigabit communications:
UWRB radio, millimetre wave and wireless optics.

Table 1.2 Comparison of three new technologies for gigabit wireless communications [12—14]

Millimetre wave UWRB radio Optical wireless
Advantage 1. Highdatarates (up 1. Low power 1. High data rate
to Gb/s) 2. Short range 2. Unlicensed and
2. Compatible with 3. Low data unregulated.
fibre optic 4. Penetration through
networks at obstacles in the
60 GHz transmission path
Challenge 1. Low cost 1. Matched filter problem 1. Atmospheric loss
2. Low power 2. Antenna parameter ranging from
trade-off 10 dB/km(sunny) to
350 dB/km(foggy)
2. Multi-user application
3. No protection for the
link
Peer-to-peer Indoor/outdoor Indoor/outdoor Indoor/outdoor
Multiple- Indoor/outdoor Indoor Indoor
access
Data rate >1.25Gb/s at 60GHz 500 Mbps within 10 m (FCC)  ~1.25 Gb/s (peer-to-peer)
~10Gb/s at
122.5 GHz
Indoor Room area 76 m (station in commercial 7m (mobile) 10 m
maximum building) (station)
range
DC power High Low DC 5V, 500 mA (mobile)
consumption
Maximum TX 500 mW (FCC Maximum output power of Power density should be
power 15.255) 1 W spread over spectrum less than 1 mW/cm?
Maximum power density: (FDA)
—41.3dBm/MHz (FCC)
Notes Antenna design is one 1. Infrastructure or Eye safety should be
of the main peer-to-peer for indoor considered
challenges application

2. Only peer-to-peer for
hand-held application
(FCC)
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1.2 Regulatory Issues
1.2.1 Europe

The European Telecommunications Standards Institute (ETSI) and European Conference of
Postal and Telecommunications Administrations (CEPT) have been working closely to estab-
lish a legal framework for the deployment of unlicensed 60 GHz devices [15]. In general,
the 59-66 GHz band has been allocated for mobile services without specific decision on the
regulations, as shown in Figure 1.4. The CEPT Recommendation T/R 22-03 has provisionally
recommended the use of the 54.25-66 GHz band for terrestrial and fixed mobile systems [16].
However, this provisional allocation has been recently withdrawn [6].

Radiolocation Fixed
Fixed Broadband Road broadband
Fixed mobile transport mobile
systems informatics systems
Cordless local area (vehicle-to-
networks road and
vehicle-to-
ISM vehicle)
59 GHz 62 GHz 63 GHz 64 GHz 65 GHz 66

GHz

Figure 1.4 The 60 GHz frequency spectrum in Europe (ISM: industry, science and medicine) [17]

In 2003, the European Radiocommunications Committee (ERC) within the European Con-
ference of Postal and Telecommunications Administrations revised the European Table of
Frequency Allocations and Utilisations [17]. The ERC also considered the use of the 57-59 GHz
band for fixed services without requiring frequency planning [18]. Later, the Electronic Com-
munications Committee (ECC) within the CEPT recommended the use of point-to-point
fixed services in the 64—66 GHz band [19]. In the most recent development, the ETSI pro-
posed 60 GHz regulations to be considered by the Electronic Communications Committee
of the European Conference of Post and Telecommunications Administrations for WPAN
applications [20]. Under this proposal, 9 GHz of unlicensed spectrum has been allocated for
60 GHz operation. This band represents the union of the bands currently approved and under
consideration in the first quarter of 2007.

The frequency band being considered is 57-66 GHz. The spectrum allocation is shown
in Figure 1.5 and Table 1.3. This is the amalgamation of the bands currently approved for

Europe (5766 Glz)

| Japan (3966 GHz)

| Australia (594-62.9GHz) |

| USA (57 64 GHz) |

Figure 1.5 Geographically available 60 GHz spectrum and power
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Table 1.3 International frequency allocation at 60 GHz [25]

Region Unlicensed bandwidth (GHz) Tx power Maximum antenna gain ~ Reference
Europe 9 GHz (57-66) min 500 MHz 20 mW (max) 37 dBi [20]
Japan 7 GHz (59-66) max 2.5 GHz 10 mW(max) 47 dBi [22]
Korea 7GHz (57-64) 10 mW (max) To be decided [23]
Germany 1 GHz (57.1-57.8) (58.6-58.9) 50 mW (max) Not specified [21]
USA 7GHz (57-64) 500 mW (max)  Not specified [24]

license-exempt use in Japan and the United States, and under proposed allocation in the Repub-
lic of China and the Republic of Korea. The existing etiquette rules, spectrum sharing studies
and other analyses in these countries could be a model for considering the needs of commercial,
military and scientific uses of these frequencies worldwide.

The proposed European Regulations were based on ETSI DTR/ERM-RM-049 [20]. It was
proposed that the ECC considers the proposed regulation in Clause 6, and identifies the final
frequency band for 60 GHz license-exempt operation. The proposed power level is shown in
Table 1.4.

Table 1.4 Proposed power regulation [20, 26]

Minimum bandwidth Maximum transmit Channel spacing Notes

power
A minimum spectrum of +57 dBm EIRP No restriction The transmit power is
500 MHz is requested for the (420 dBm nominal with necessary to offset
transmitted signal, which up to 437 dBi antenna oxygen and material
should, in theory and under gain or +10dBm attenuation at this
the right circumstances, be nominal with up to band, and is typical for
able to share a spectrum with 447 dBi antenna gain) gigabit commercial
other users products in this band

In Germany, the regulatory requirements are that the frequency band of 57.1-57.8 and
58.6-58.9 GHz are used for a time-domain duplex (TDD) point-to-point connection. Its
maximum EIRP (equivalent isotropic radiated power) is 15 dBW. The frequency band of
61-61.5 GHz is for location service and general use. The maximum EIRP is 10 W for the
location service and 100 mW for general use [21].

1.2.2 United States

In 2001, the United States Federal Communication Commissions (FCC) allocated 7 GHz in
the 54—-66 GHz band for unlicensed use [24]. In terms of the power limits, FCC rules allow
emission with an average power density of 9 W/cm? at 3 m and maximum power density
of 18w W/cm? at a range of 3 m from the radiating source. These data translate to average
equivalent isotropic radiated power (EIRP) and maximum EIRP of 40 and 43 dBm, respect-
ively. The FCC also specified the total maximum transmit power of 500 mW for an emission
bandwidth greater than 100 MHz. The devices must also comply with the radio frequency
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(RF) radiation exposure requirements specified in Reference [24], Sections 1.307(b), 2.1091
and 2.1093. After taking the RF safety issues into account, the maximum transmit power is
limited to 10 dBm. Furthermore, each transmitter must transmit at least one transmitter iden-
tification signal within a 1 s interval of the signal transmission. It is important to note that the
60 GHz regulations in Canada, which is regulated by Industry Canada Spectrum Management
and Telecommunications (IC-SMT) [27], are harmonized with the US.

In October 2003, the FCC announced that the frequency bands from 71 to 76 GHz, 81 to
86 GHz and 92 to 95 GHz were available for wireless applications [28]. The FCC chairman
heralded the ruling as opening a “new frontier” in commercial services and products [29]. The
allocation provides the opportunity for a broad range of new products and services, including
high-speed, point-to-point wireless local area networks and broadband Internet access at gigabit
data rates and beyond.

The 70, 80 and 90 GHz allocations are significant. Collectively referred to as E-band, these
three allocations are the highest frequencies ever licensed by the FCC. The nearly 13 GHz of
allocated spectrum represents more bandwidth than all other previously existing commercial
wireless spectrum combined. The ruling also permitted a novel licensing scheme, allowing
cheap and fast frequency allocations to prospective users. All this was achieved at an unpre-
cedented speed, from the initial petition to the formal release of the rules in scarcely more than
two years.

1.2.3 Japan

In the year 2000, the Ministry of Public Management, Home Affairs, Posts, and Telecom-
munications (MPHPT) of Japan issued 60 GHz radio regulations for unlicensed utilization in
the 59—66 GHz band [22]. The 54.25-59 GHz band is, however, allocated for licensed use.
The maximum transmit power for the unlicensed use is limited to 10 dBm, with a maximum
allowable antenna gain of 47 dBi. Unlike the arrangements in North America, the Japanese reg-
ulations specified that the maximum transmission bandwidth must not exceed 2.5 GHz. There
is no specification for RF radiation exposure and transmitter identification requirements [22].

1.2.4 Industrial Standardisation

The first international industry standard that covered the 60 GHz band was the IEEE 802.16
standard for local and metropolitan area networks [30]. However, this is a licensed band and
is used for line-of-sight (LOS) outdoor communications for last mile connectivity. In Japan,
two standards related to the 60 GHz band were issued by the Association of Radio Industries
and Business (ARIB), i.e. the ARIB-STD T69 and ARIB-STD T74 [31, 32]. The former is
the standard for millimetre wave video transmission equipment for a specified low-power
radio station (point-to-point system), while the latter is the standard for a millimetre wave
ultra-high-speed WLAN for specified low-power radio stations (point-to-multipoint). Both
standards cover the 59—66 GHz band defined in Japan (see Table 1.5).

Interest in the 60 GHz radio continued to grow with the formation of a Millimetre Wave
Interest Group and Study Group within the IEEE 802.15 Working Group for WPAN. In March
2005, the IEEE 802.15.3c Task Group (TG3c) was formed to develop a millimetre wave-based
alternative physical layer (PHY) for the existing IEEE 802.15.3 WPAN Standard 802.15.3-
2003 [33]. The developed PHY is aimed to support a minimum data rate of 2 Gb/s over a few
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Table 1.5 The 60 GHz standards in Japan

Code Standard name Note

ARIB STD-T69 Millimetre-Wave Video Transmission Equipment for

(July2004) Specified Low Power Radio Station Bandwidth: 1208 MHz
ARIB STD-T69 Millimetre-Wave Video Transmission Equipment for | 1% Power: 10dBm Rx

Revision Specified Low Power Radio Station (only the part of antenna gain: 0 dBi

(November 2005) the revision from Version 2.0 to 2.1)

ARIB STD-T74 Millimetre-Wave Data Transmission Equipment for
(May 2001) Specified Low Power Radio Station (Ultra High Speed

Wireless LAN System) Bandwidth: 200 MHz
ARIB STD-T74 Millimetre-Wave Data Transmission Equipment for Tx power: .IOdBm'Rx
Revision Specified Low Power Radio Station (Ultra High Speed antenna gain: 0 dBi

(November 2005) Wireless LAN System) (only the part of the revision
from Version 1.0 to 1.1)

metres with optional data rates in excess of 3 Gb/s. This is the first standard that addresses
multigigabit wireless systems and will form the key solution to many data rates serving applic-
ations, especially those related to wireless multimedia distribution. In other developments,
WiMedia Alliance has recently announced the formation of the WiMedia 60 GHz Study Group
with the aim of providing recommendations to the WiMedia Board of Directors on the feas-
ibility issues related to 60 GHz technology. A decision will be taken in the near future about
WiMedia’s direction and involvement in the 60 GHz market.

In 2007, another group, WirelessHD™ (high definition), also released a specification that
uses the unlicensed 60 GHz radio to send uncompressed HD video and audio at 5 Gb/s over
distances of up to 30 feet, or within one room of a house. Its core technology promotes
theoretical datarates up to 20 Gb/s, permitting it to scale to higher resolutions, colour depths and
ranges. Coexisting with other wireless services, the Wireless HD platform is designed to operate
cooperatively with existing, wireline display technologies. The specification maintains high-
quality video, ensures the interoperability of consumer electronics devices, protects from signal
interference and uses existing content protection techniques. The WirelessHD™ Group predicts
that 60 GHz will allow the fast transmission speeds required for high-definition content.

In addition, the European Computer Manufacturers Association (ECMA International) Tech-
nical Committee Task Group (TG20) has also developed a standard for a 60 GHz physical
(PHY) and medium access control (MAC) for short-range unlicensed communications. The
standard provides up to 10 Gb/s wireless personal area network (including point-to-point)
transport for both bulk data transfer and multimedia streaming. TG20 is considering three
device types; ranging from high-end devices with steerable antennas to low-end devices for
cost effective, short range, gigabit solutions. This underlines the role of the millimetre wave
antenna in gigabit communications.

Table 1.6 summarises potential applications of millimetre wavelength systems as submitted
in response to the IEEE Call for Applications (CFA). The submissions illustrate the support
for some of the applications listed. The applications have been arranged in the numeric order
of the IEEE CFA document number (last column)[34].
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Table 1.6 Possible applications for millimetre wave communications. (Reproduced by permission of
© 2007 IEEE [34])

No. Description of Outdoor Indoor IEEE CFA
applications Doc. number
1 Gigabit Ethernet link, - e LOS 04-0019
wireless [IEEE1394 e Data rate: < 1 Gb/s
applications duplex
® Range: < 17m
2 Ad hoc information - e LOS 04-0097
distribution system e Data rate: 622 Mb/s
e Range: > 20m
(AP-AP) > 3m
(AP-MT)
3 Multimedia, information - e LOS 04-0098
distribution system ® Data rate:
> 1Gb/s
e Range: < 10m
4 e QOutdoor: fixed wireless ® LOS e LOS 04-0118
access, distribution in e P2P, P2MP e Data rate: 100 Mb/s
stadiums, intervehicle e Data rate: 156 Mb/s to to 1.6 Gb/s
communication, etc. 1.5Gb/s e Range: ~10m
e Indoor: connecting e Range: 400 m to 1 km
multimedia devices
(wireless home link),
ad hoc meeting, heavy
content download,
distribution system
5 Small office/meeting - e NLOS 04-0141
scenario, general office e OFDM
applications e Data rate:
< 200 Mb/s
e Range: 2to4m
6 Distribution links in e LOS - 04-0153
apartments, stadium, etc. e P2P
e Bandwidth:
> 300 MHz
® Range: <220m
7 Wireless home video - e LOS 04-0348
server connected to e Data rate:
HDTYV, PC and other 300 Mb/s, 400 Mb/s
video devices and 1.5 Gb/s
uncompressed
HDTYV data

Range: < 10m

(continued overleaf)
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Table 1.6 (continued)

No. Description of applications Outdoor Indoor IEEE CFA
Doc. number
8 ® Qutdoor: distribution links e LOS e 1.OS 04-0352
in apartments, stadium, e P2P and P2MP e Data rate: > 1 Gb/s
etc. e Bandwidth: and > 622 Mb/s
® Indoor: ad hoc network > 300 MHz e Range: > 20 m and
® Range: < 220m >3m
9 PowerPoint and such - e [.OS and NLOS 04-0514
applications ® Data rate: > 1 Gb/s
® Range: <3m
e Space diversity
10 e Replacement for 1394 - e [.OS and NLOS 04-0665
FireWire (people)
e Replacement for USB e 100 to 500 Mb/s
e Military — future combat link, 1 Gb/s in 2007
systems, secure e Short range
communication

1.3 Millimetre Wave Characterisations

This section presents benefits of 60 GHz technology and its major characteristics. It can be
used for high-speed Internet, data and voice communications, and offers the following key
benefits:

o =

Unlicensed operation

. Highly secure operation: resulting from short transmission distances due to oxygen

absorption, narrow antenna beamwidth and no wall penetration

. Virtually interference-free operation: resulting from short transmission distances due to

oxygen absorption, narrow antenna beam width and limited use of 60 GHz spectrum
High level of frequency re-use enabled: the communication needs of multiple customers
within a small geographic region can be satisfied

Fibre optic data transmission speeds possible: 7 GHz (in the USA) of continuous bandwidth
available compared to < 0.3 GHz at the other unlicensed bands (3.5 GHz internationally
available)

Mature technology: long history of this spectrum being used for secure communications
Carrier-class communication links enabled: 60 GHz links can be engineered to deliver “five
nines’’ (99.999 %) availability if desired (outdoor applications such as backbone or bypass
bridges)

There is a widespread belief that the characteristics of a millimetre wave present many

difficulties in terms of propagation environment for high data rate wireless communications.
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While the oxygen absorption does indeed cause a 15dB/km loss, this translates to only a
1.5dB loss at 100 m, so for indoor applications the absorption loss from oxygen is small, if
not negligible.

Another loss — proportional to the frequency squared — comes from the Friis path loss
equation (1.2). This “loss’, however, can be attributed to another factor. If omni-directional
antennas, such as half-wavelength dipoles, are used, then as the frequency rises, the effective
area of the antennas decreases as frequency squared. If, on the other hand, the (physical) area
of the antennas is kept constant, then there is no increase in path loss because the electrical
area increases as the wavelength decreases (squared).

For instance, a 60 GHz antenna, which has an effective area of 1 square inch, will have a
gain of approximately 25 dBi, but this gain comes at the expense of being highly directional.
This would mean that for millimetre wave radios to be used at their full potential they would
need a solution for precise pointing.

1.3.1 Free Space Propagation

As with all propagating electromagnetic waves, for millimetre waves in free space the power
flux density falls off as the square of range. For a doubling of range, power flux density at a
receiver antenna is reduced by a factor of four. This effect is due to the spherical spreading of
the radio waves as they propagate. The frequency and distance dependence of the loss between
two isotropic antennas can be expressed in absolute numbers by (in dB):

R
Lfree space = 20 log,, (471 x) (dB) (1.1)

where Ly gpace 18 the freespace loss, R is the distance between transmit and receive antennas,
and A is the operating wavelength. This equation describes line-of-sight wave propagation in
free space. This equation shows that the free space loss increases when the frequency or range
increases. Thus, millimetre wave free space loss can be quite high, even for short distances.
This indicates that the millimetrewave spectrum is best used for short-distance communications
links. The Friis equation (1946) gives a more complete expression for all the factors from the
transmitter to the receiver (as a ratio, linear units) [35]:

)“2

Pre = Pr.GpGro——r
T IR 4 R L

(1.2)
where G ry = transmitter antenna gain, G zy = receiver antenna gain, > = wavelength (in the
same units as R), R = line-of-sight (LOS) distance separating transmit and receive antennas
and L = system loss factor (> 1).

1.3.2 Millimetre Wave Propagation Loss Factors

In microwave systems, transmission loss is accounted for principally by the free space loss.
However, in the millimetrewave bands additional (absorption) loss factors come into play,
such as gaseous losses and rain (or other micrometeors) in the transmission medium. Factors
that affect millimetre wave propagation are given in Figure 1.6.
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* Atmospheric Gases Attenuation
— Water Vapor Absorption
— Oxygen Absorption

* Precipitation Attentuation e

— Rain @_%-

* Foliage Blockage Z

e Scattering Effects*

— Diffused - Reflections \>5>S>S¢ M

— Specular

* Diffraction (Bending) m

* As frequencies increase, the wavelengths become
shorter and the reflective surface appears rougher.
This results in more diffused reflection as opposed to
specular refelection.

Figure 1.6 Propagation effects influencing millimetre wave propagations. (Reproduced by permission
of © 2005 IEEE [36])

1.3.3 Atmospheric Losses

Transmission losses occur when millimetre waves travelling through the atmosphere are
absorbed by molecules of oxygen, water vapour and other gaseous atmospheric constitu-
ents. These losses are greater at certain frequencies, coinciding with the mechanical resonant
frequencies of the gas molecules.

The H,O and O, resonances have been studied extensively for the purpose of predicting
millimetre wave propagation characteristics. Figure 1.7 shows an expanded plot of the atmo-
spheric absorption versus frequency at altitudes of 4 km and sea level, for water content of 1
and 7.5 gm/m’ respectively (the former value represents relatively dry air while the latter value
represents 75 % humidity for a temperature of 10°C).

1.4 Channel Performance

Planning for millimetre wave spectrum use is based on the propagation characteristics and chan-
nel performance of radio signals and the noise apparent in this frequency range. While signals
at lower frequency bands, such as a GSM signal, can propagate for many kilometres and pen-
etrate more easily through buildings, millimetre wave signals can travel only a few kilometres
or less, and suffer from high transmission loss in the air and solid materials. However, these
characteristics of millimetre wave propagation can be very advantageous in some applications.



CHANNEL PERFORMANCE 15

Wavelength (mm)

30 20 15 10 8 6 5 4 3 2 15 10 08

Attenuation (dB/km)
88828382202 ~va 5823

10 15 20 25 30 4 5 6 789100 150 200 250300 400

Frequency (GHz

oy , A: Sea Level
T=20C
P = 760 mm

PH,0 =75 gr/m?

4 km Elevation
T=0C
PH,0 =1gr/m?

Figure 1.7 Average atmospheric absorption of millimetre waves. (Reproduced by permission of ©
2005 IEEE [36])

Millimetre waves can establish more densely packed communications links, thus providing
very efficient spectrum utilization; the high absorption enabling shorter range frequency re-use,
and therefore increasing the overall capacity of communication systems. The characteristics of
millimetre wave propagation are summarised in this section, including free space propagation
and the effects of various physical factors on propagation.

The main challenges for a 60 GHz channel can be described as follows:

e High loss from the Friis equation

e Doppler shift is non-negligible at pedestrian velocities

e Human shadowing

e Non-line-of-sight propagation, which induces random fluctuations in the signal level, known
as multipath fading, as shown in Figure 1.8

e Noise

The transmitting power of a 60 GHz communications link is restricted to +40dBm
EIRP limit by the FCC in the USA. Transmitter power and path loss can be limiting factors
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Figure 1.8 Multipath effect for indoor wireless communications

for a high-speed wireless link. However, at these frequencies antenna directivity can be used
to increase power gain in the desired direction.

The capacity limits of a 60 GHz link with omnidirectional antennas at both ends should be
considered. Even when the bandwidth is unlimited, the received power P, is still limited by
the Shannon AWGN capacity, as given by:

C=BW1 1+ P VR, BW (1.3)
= (0] =~ ]. when — X .
82 BW N, N,

o

The result is shown in Figure 1.9. As can be seen, it is very unlikely that an omnidirectional
antenna can be used to achieve a Gb/s data rate when human shadowing exists. When the
transceiver has Pr, = 10dBm, N F;, = 10dB and the environment has a human shadowing
loss of 18 dB, a needs to be in the range of 10 to 15dB for 1 Gb/s at 60 GHz; the results for
other values of o are shown in Reference [38]. This means that the total antenna gain has to
be approximately at least 30 dB.

Ignoring the human shadowing loss, means that there exists a clear path between the trans-
mitter and receiver. A 60 GHz system with the following parameters can be considered as an
illustration:

Tx power, Pr, 10dBm

Noise figure, NF' 6dB
Implementation loss, /L. 6dB

Thermal noise, N 174 dBm/MHz
Bandwidth, B 1.5GHz
Distance, R 20m

Path loss at 1 m, PL, 57.5dB
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Figure 1.9 Shannon limit with distances d = 10 m between a transmitting omnidirectional antenna
and a receiving omnidirectional antenna [37]

the ratio of signal power to noise power (SNR) at the receiver can be calculated, as (in dB):
SNR = Pr, +Gr, + Gg, — PLy— PL(R) — IL —[KT +10log,,(B) — NF] (1.4)

where G, and G, denote the transmit and received antenna gain respectively. Pr, denotes
transmitter power, P L, is the path loss at 1 m and B is the bandwidth, and the link length is R.
Inserting Equation (1.4) into the Shannon capacity formula of Equation (1.3), the maximum
achievable capacity in an AWGN can be calculated. In non line of sight (NLOS) links the
path loss due to scattering exceeds the square law for free space links. This path loss exponent
can vary from 2 (LOS) to 5 in extreme NLOS links. The path loss exponent # is more fully
explained in Reference [39]. Figure 1.10 shows the Shannon capacity limit for an indoor office
in the LOS and non-LOS (NLOS) cases, using an omni-directional antenna configuration. It
can be observed that for the LOS condition, a 5 Gb/s data rate is not possible at any distance.
Whereas, the operating distance for the NLOS condition is limited to below 3 m, though the
capacity for NLOS decreases more drastically as a function of distance.

To improve the capacity for a given operating distance, either the bandwidth or signal-
to-noise ratio (SNR) or both should be increased. It can also be seen from Figure 1.10, that
increasing the bandwidth used by more than 4 times only significantly improves the capacity for
distances below 5 m. Beyond this distance, the capacity for the 7 GHz bandwidth is only slightly
above the case of the 1.5 GHz bandwidth, since the SNR at the Rx is reduced considerably
at longer distances due to higher path loss. But, the overall capacity over the considered
distance increases notably if a 10 dBi transmit antenna gain is employed, as compared to the
omnidirectional antenna for both 1.5 and 7 GHz bandwidths. This clearly shows the importance
of antenna gain in providing a very high data rate application at 60 GHz, which it is not possible
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Figure 1.10 Shannon capacity limits for the case of an indoor office using the omni-omni antenna
setup. (Reproduced by permission of © 2007 S. K. Yong and C.-C. Chong [6])

to provide with the omni-directional antenna configuration. However, this does indicate how
much gain is required.

The capacity as a function of combined Tx and Rx gain for an operating distance of 20 m
is plotted in Figure 1.11. To achieve 5 Gb/s at 20 m, a combined gain of 25 and 37 dBi are
indicated for LOS and NLOS, respectively, with no shadowing. This is a practical value since
itis acombined Tx and Rx gain. However, to achieve the same data rates in multipath channels,
a higher gain is needed to overcome the fading margin.

10" — e . .
ol TS e —— Free space
—+— Office LOS, n=1.77,d=20m

= 3 -5 Office NLOS, n=3.85,d=20m
g 100 f T
= .
3
§ 1% 9
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0 5 10 15202530 354045 505560 657075 80
Combined Tx-Rx gain (dBi)

Figure 1.11 The required combined Tx—Rx antenna gain to achieve a target capacity. (Reproduced by
permission of © 2007 S. K. Yong and C.-C. Chong [6])
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Because directional antennas are required for gigabit wireless communications, there can
be different configurations for the access point (AP) and mobile terminal (MT) depending on
the application, as shown in Figure 1.12.

Directed Nondirected
Line-of-sight AP AP

~

%ﬁ MT

Non-line-of-sight

AP ) i AP MT
g Y| &T T

Figure 1.12 Classification of millimetre wave links according to the antenna beamwidth of the access
point (AP) and mobile terminal (MT), in respect of the existence of a line-of-sight path. The radiation
beamwidth is shown in grey

Consider a 60 GHz measurement as shown in Figure 1.13. The synthesiser has a maximum
output power of 0 dBm (1 mW) at 65 GHz. The connecting coaxial cables have a transmission
loss of a maximum of 6.2dB/m at 60 GHz. The conversion loss of the subharmonic mixer
is assumed to be 40dB and its noise figure is 40 dB, while the voltage standing wave ratio
(VSWR) is 2.6:1. The noise floor for the spectrum analyser is assumed to be —130 dBm.

60 G OOJ ||| o0

00 o0

Synthesiser Subharmonic mixer  Spectrum analyser

Figure 1.13 Channel measurement setup

The dynamic range for this configuration can be measured as a function of the total antenna
gain and the separation of the antennas at 60 GHz. The result is shown in Figure 1.14.

Multipath propagation occurs when waves emitted by the transmitter travel along a mul-
tiplicity of different paths and interfere with waves travelling in a direct line-of-sight path.
Fading is caused by the destructive interference of these waves. This phenomenon occurs
because waves travelling along different paths may be out of phase when they reach the
antenna, thereby cancelling each other to form an electric field null. Since signal cancellation
is almost never complete, one method of overcoming this problem is to transmit more power
(either omnidirectionally or directionally). In an indoor environment, multipath propagation is
almost always present and tends to be dynamic (constantly varying) due to moving scatterers.
Severe fading due to the multipath can result in a signal reduction of more than 30dB. It is
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Figure 1.14 Dynamic range as a function of total antenna gain and distance between the antennas at
60 GHz

therefore essential to provide an adequate link margin to overcome this loss when designing
a wireless system. Failure to do so will adversely affect the reliability of the link. The amount
of extra RF power radiated to overcome this phenomenon is referred to as a fade margin. The
exact amount of fade margin required depends on the desired reliability of the link, but a good
estimate is 20 to 30 dB.

In channel measurements, as shown in Figure 1.15, antennas with different beamwidths are
compared. For antennas with a narrow beamwidth, a notch appears in the frequency response.
For antennas with a broad beamwidth (many multipaths received), the notch in the frequency
response becomes severe. In the extreme case, if the antenna beam is as narrow as a laser, this
notch will not exist in the frequency response.

The notch width is affected by the range of delays (delay spread), while the notch depth is
affected by the difference in path gain (or loss) for the multipath signals. In addition, the notch
position in the frequency domain is affected by the length differences between the propagation
paths.

To minimise the notch effect, a number of solutions can be considered. One is to employ
a narrow-beam antenna to reduce reflected paths and achieve a smaller notch depth (fewer
multipaths). However, the problem of tracking resolution and the speed of tracking (pointing)
of the narrow beam antenna will need to be solved. Alternatively, precise source tracking or
space diversity can be used to avoid the notch effect. However, there are some issues that still
need to be tackled in multi-antenna implementations.

In an office environment, reflection characteristics of interior structures have been studied
and reported in [40]. Human shadowing was investigated and typical results are summarised
in Figure 1.16. When 0 dBm power at 60 GHz is transmitted via a 10dBi gain transmit-
ting antenna to a receiving antenna with 10dBi gain at a distance of 4 m, the spectrum
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Figure 1.15 Beam width and channel distortion

shows that the received power is —35dBm approximately when there is no human shad-
owing. (Case 1). If there is a human body between two antennas, the signal is reduced to the
range of between —55 and —65 dBm (Case 2). If there are two human bodies between two
antennas, the signal is reduced to the range of between —65 and —80 dBm (Case 3). If the
beam direction of the 10 dBi transmitting antenna is changed so that the signal can bounce
off a concrete ceiling at a height of 2 m and be reflected to the receiver, the received signal is

N
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received power (dBm)

TSP e TS e
4 frequency (GHz)

Figure 1.16 Indoor channel measurement at 60 GHz for NLOS. Transmitting antennas and receiving
antennas have a 10dBi gain. Case 1 shows a line-of-sight scenario. Case 2 shows a person standing
between two antennas. Case 3 shows two people standing between two antennas. Case 4 shows a non-
line-of-sight wireless link [40]
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increased to —42 dBm (Case 4). This illustrates that reflected propagation at 60 GHz can be
used for non-line-of-sight wireless communications.

1.5 System Design and Performance

Cost-effective millimetre wave solutions for high data rate transmissions at 60 GHz still need
to be determined. In this respect, some important selections have to be made which might be
crucial for its commercial success:

e Selection of antennas
e Selection of the 60 GHz radio front-end architecture

1.5.1 Antenna Arrays

A presumed advantage of a 60 GHz radio is the small antenna area compared to a lower-
frequency wireless system. Thus, it becomes possible to integrate antenna arrays into portable
devices, and the antenna directivities can be improved. While it is possible to increase the
antenna gain for a single antenna (e.g. using mechanical structures such as a horn antenna),
it is more desirable to increase the directivity by employing an antenna array or multiple-
input multiple-output system as shown in Figure 1.17. For a fixed antenna aperture size A the
directivity is D = 4ma/A\*, and from Equation (1.2) it can be seen that there is actually an
improvement in the received power by moving to higher frequencies for a fixed antenna form
factor. For example, a 60 GHz system with a 16-element antenna array has a 3 dB gain over a
5 GHz omnidirectional system while occupying only 10 % of the antenna area.

T@z@ gt

e amp
VCO]

ERCR

Figure 1.17 A generic multiple transceiver architecture with beam-steering antennas. (Reproduced by
permission of © 2004 IEEE [41])
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1.5.2 Transceiver Architecture

A generic adaptive beamforming multiple antenna radio system is shown in Figure 1.17. It is
assumed that the antenna elements are small enough to be directly integrated into the pack-
age or potentially even on-chip. The main benefit of the multiantenna architecture used here
is the increased gain that the directional antenna pattern can provide, which as has been
seen, is needed in order to support multigigabit per second data rates at typical indoor dis-
tances. In addition to the antenna gain, the use of antenna arrays also provides spatial (or
angular) diversity, automatic spatial power combining, and an electronic beam steering func-
tion. The transceiver architecture in Figure 1.17 depicts N independent transmit and receive
chains. Such an approach would enable a flexible multiple-input multiple-output (MIMO)
system that could fully exploit a multipath-rich environment for increased capacity and/or
robustness [41].

The main disadvantage with this arrangement is the high transceiver complexity and power
consumption since there is little sharing of the hardware components. Measurements of the
60 GHz channel properties indicate that most of the received energy is contained in the specular
path [42], so a full MIMO solution targeting capacity may not be able to benefit fully from
this channel. A more efficient implementation would be to use a phased array that takes the
identical RF signal and shifts the phase for each antenna to achieve beam steering. Essentially,
communication systems can select one strong path and apply an angular or spatial filter, forming
a narrow beam in the direction of the chosen signal [43]. This approach significantly reduces
hardware costs, as most of the transceiver can be shared with the addition of controllable phase
shifters between the transceiver and antenna array.

For the choice of the architecture of the 60 GHz front-end radio there are, in principle, four
options:

1. Employing superheterodyning architecture
2. Employing direct conversion architecture
3. Employing five-port technology

4. Employing software radio architecture

1.5.2.1 Superheterodyning Architecture

With regard to the superheterodyning option, a simple architecture is considered as depicted
in Figure 1.18(a). This figure shows a basic 60 GHz RF front-end architecture for application
at the portable station (PS) end. Ideally it should be an integrated on-chip solution consist-
ing of a receive branch, a transmit branch and a frequency generation function. The receive
branch consists of the receive antenna, a low-noise amplifier (LNA) and a mixer that down-
converts to IF. The transmit branch consists of a mixer, a power amplifier (PA) and the transmit
antenna. The antennas are (integrated) patch antennas. The mixers are image rejecting mixers
(they do not need to be in-phase/quadrature (IQ) mixers). The IF in this example is taken
as 5 GHz with the idea that, with appropriate modifications, an IEEE 802.11a RF chip set
can serve as the IF here, to allow dual-mode operation and interoperability. Superheterodyn-
ing architecture requires more components and more DC power so is unsuitable for mobile
devices.
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1.5.2.2 Direct Conversion Architecture

The advantages of a direct conversion are that it is well suited to monolithic integration, due
to the lack of image filtering and its intrinsically simple architecture [44, 45]. FSK modulated
signals are especially well-suited to direct conversion, due to their low-signal energy at DC.
However, the direct conversion receiver has not gained widespread acceptance to date, espe-
cially in high-performance wireless transceivers, due to its intrinsic sensitivity to DC offset
problems, harmonics of the input signal and local oscillator (LO) coupling problems back in
to the antenna. Offset arises from three sources [46]:

1. Transistor impedence mismatch in the signal path

2. LOsignal leaking to the antenna because of poor reverse isolation through the mixer and RF
amplifier, and then reflecting at the antenna terminals and ultimately self-downconverting
to DC through the mixer

3. Strong adjacent or near channel signal leaking into the LO part of the mixer, which then
self-downconverts to DC

Good circuit design may reduce these effects to a certain extent, but they cannot be eliminated
completely, particularly so if quadrature phase shift keying (QPSK) or Gaussian minimum
shift keying is used since the spectra of these schemes possess a peak at DC. However, when
orthogonal frequency division multiplexing (OFDM) is used there may be a solution, which
avoids the use of those subcarriers which, after conversion, correspond with, or will be close
to, the DC component. There may also be other solutions that exploit the particularities of the
60 GHz physical layer.

A block diagram of an example millimetre wave direct conversion architecture is shown in
Figure 1.18 (b). This example consists of transmit and receive paths which combine with a
60 GHz switch at the antenna side.

The voltage-controlled oscillator (VCO) operates in the 3—4 GHz range. This VCO is mod-
ulated with the data stream (>1 Gb/s), which does not affect the low bandwidth phase-locked
loop (PLL) circuitry. The modulated signal is multiplied (16 times for the transmit side and
8 times for the receive paths) and filtered, before being transmitted or used to drive the
subharmonic receiver mixer.

To support output power requirements, two amplifier monolithic microwave integrated
circuits (MMICs) are cascaded in series. A low-noise amplifier (LNA) in the receive chain
guarantees low-noise figure values. The most important issues for the functionality of the
architecture are the filters placed after each multiplier stage. Each filter must be designed to
avoid unwanted emissions in the transmit and receive bands.

The voltage-controlled oscillator (VCO) can be driven by an (off-chip) frequency synthes-
izer. In conventional designs the VCO is usually implemented off-chip because it occupies
too much area on the chip without providing sufficient performance. At frequencies as high as
60 GHz it may become, however, feasible to implement the VCO directly on the chip because
the minimum dimensions to achieve the required performance become much smaller. The
advantage of this approach is the reduction in components that have to be mounted on an
external circuit board and the avoiding of on-chip frequency multiplier circuits, thus saving
space on the chip and reducing any VCO performance degradation that could arise. It is import-
ant to note that an on-chip VCO, that directly generates a reference frequency close to 60 GHz,
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Figure 1.18 (a)Block diagram for millimetre wave/microwave circuits. (b) Block diagram for a 60 GHz
direct conversion architecture

may have a relatively lower performance when compared with the requirements of a VCO that
operates on a much lower frequency in combination with a couple of frequency multipliers.

1.5.2.3 Five-Port Radio

The five-port technology (or six-port technology), described in [47] is a passive linear device,
composed of two input ports and three outputs (see Figure 1.19). A phase shifter is used to
adjust the phase between RF and LO. On the ports of P1, P2 and P3, diode detectors are used
in each port, instead of mixers, as the frequency converter. Five-port technology has been
extended to direct digital transmitters and can be used for software-defined radio applications,
as it can accommodate different wireless modulation standards without requiring hardware
modification.

1.5.2.4 Software Defined Radio

Employing analogue-to-digital conversion (ADC) and digital-to-analogue conversion (DAC)
directly at the antennas would appear to make the complete RF and IF part of the transceiver
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Figure 1.19 Block diagram for the five-port technology

chain obsolete. However, this option for the current purpose can be ruled out immediately
because this would require ADC and DAC devices operating at a 60 GHz or more. A low-cost
implementation of this in the medium term is not considered feasible. An alternative approach,
the subsampling receiver, is claimed to represent the “ultimate’ solution for simple low-power
downconversion. This essentially consists of a sampling switch, clocked at a much lower
frequency, and an analogue-to-digital (A/D) converter. The limitations of the subsampling
approach, however, illustrate the inherent problems in low-power receiver implementations.
In a subsampling receiver, image frequencies exist at integral multiples of the sampling rate
and can alias (map) onto the band of interest. As a result, careful filtering prior to the down-
conversion is required. For example, downconversion of an RF signal having a bandwidth of
500 MHz would require a sampling rate of at least 1 GHz, assuming a “brick wall filter”’ (a filter
with infinite cut off outside the working band). In practice, the sampling rate would have to be
much higher — at least 2 GHz — in order to minimise the effects of the filter. It is questionable
whether a 2 GHz ADC with a 10 bit quantisation, will become available in the medium term. In
addition, the signal-to-noise ratio (SNR) of the downsampled signal will inevitably be poorer
than that of an equivalent system employing a mixer for downconversion. This is due to the
noise aliased from the bands between DC and the passband [48].

1.6 Antenna Requirements

In this book, an overview is presented, of an approach within the application area that utilises
millimetre wave antenna technology and offers significant promise in making these Gb/s
wireless links a reality. Throughout the book, topics will be revisited and approached from
different angles in order to present alternative ways of analysing the various components and
parameters that make up millimetre wave systems.

For a single antenna element with an antenna gain of more than 30 dBi with a half-power
beamwidth (HPBW) of approximately 6.5°, a reliable communication link is difficult to estab-
lish even in a LOS condition at 60 GHz. This, as has been seen, can be due to human movement
which can easily block and attenuate such a narrow beam signal. To overcome this problem,
a switched beam antenna array or adaptive antenna array can be implemented to search and
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beamform, in order to capture the available signal. The array is required to track the signal
path either continuously or periodically, depending on the stability of the link. One major para-
meter of the performance of the link is how many antenna elements are required to achieve
the intended antenna gain. This is a separate consideration from the array gain, which refers
to the performance improvement in terms of the SNR over a single antenna element. Also of
interest is the angular resolution or beamwidth of such antennas, since this defines the number
of multipaths that the antenna sees in a scattering environment. The directivity of the linear
array is given by [49]:

D= 47
~ J[IE($,6)Fsin6 do d¢

(1.5)

where F, (¢, 0) is the normalized field pattern, which can be expressed as a product of the
normalized element pattern and the normalized array factor. The variables ¢ and 6 represent
the azimuth and elevation angle, respectively. For a uniform linear array, the normalized array
factor can be expressed as:

_ sin[(N/2)(kd cos 6 + B)]
~ Nsin[(1/2)(kd cos O + B)]

£, (9. 0) (1.6)

where N, d and § are the number of antenna elements, the antenna spacing between adjacent
elements and the phase shift between elements, respectively. For an omnidirectional antenna,
it can be shown that up to 100 omni-element arrays are required to achieve a gain of only
23 dBi, which is far from the requirement discussed previously. Hence a more directive/higher
gain element is required to improve the overall gain of the array.

Many types of antenna structures are considered not suitable for 60 GHz WPAN/WLAN
applications due to the requirements for low cost, small size, light weight and high gain.
In addition, 60 GHz antennas are also required to be operated with approximately constant
gain and high efficiency over the broad frequency range (57-66 GHz). The importance of
beamforming at 60 GHz has been introduced in Section 1.4, and can be achieved by either
switched beam arrays or phased arrays. Switched beam arrays have multiple fixed beams that
can be selected to cover a given service area. They can be implemented more easily compared
to phased arrays, which require the capability of continuously varying a progressive phase
shift between the elements.

The complexity of phase arrays at 60 GHz typically limits the number of elements. In Refer-
ence [50], a 2 x 2 beam-steering antenna with circular polarization at 61 GHz was developed.
The gain is approximately 14 dBi with 20° half power beamwidth (HPBW). Similarly, in
Reference [51], another 60 GHz integrated four-element planar array was developed. Each
antenna is integrated with a subharmonic I/Q mixer for the convenience of high-speed signal
processing, such as adaptive beamforming. The implementation of a larger phased array, how-
ever, presents technical challenges, such as the requirement for a higher feed network loss, a
more complex phase control network, stronger coupling between antennas as well as feedlines,
etc. These challenges make the design and fabrication of larger phase arrays more complex
and expensive. Hence, research is required to develop a low-cost, small-size, light-weight and
high-gain steerable antenna array that can be integrated into the RF front-end electronics.
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To achieve this, the design approach can be focused on either:

(a) accepting the presence of multipath (with delays corresponding to the room size) and
mitigating it with equalisation techniques or

(b) using line-of-sight links with narrow-beam antennas to eliminate virtually all multipaths,
and thus use simple unequalised modulation schemes, such as FSK and PSK.

In the first case, the design effort would concentrate on narrow beam antenna design techniques,
whereas in the second approach, the work would concentrate on antenna/beam-steering tech-
niques. These must be used because multipath delay in the typical indoor environment is on
the order of the target bit period (tens of nanoseconds) and causes intersymbol interference.
The multipath delays for indoor systems depend on the size of a room and the density and
placing of scatterers within the illuminated space.

It is assumed for the moment that for high speed data transmission a simple two- or four-
level FSK or PSK system is used, because complex modulation schemes such as equalisation,
diversity or multicarrier techniques are deemed to be impractical or too expensive for 60 GHz.
For such a simple system to work reliably the channel impulse response should not contain
significant multipath components, so that the data rate is not limited by multipath effects.
Also an initial assumption is made, that high-speed and high-capacity WLANSs can use a
femtocellular architecture, with a single cell for each room and multiple cells for a large open
area office.

For the “LOS with narrow beam antennas’ approach, the amount of multipath power will
depend on the number of paths between the transmitter and receiver, which in turn will depend
on the directivity of the antennas at the transmitter and receiver, as well as specific envir-
onmental factors. It will also depend on the ability of the antenna to resolve the multipaths’
angular space. If omnidirectional antennas are used at both the transmitter and receiver, then
there will be many possible paths, whereas if highly directional antennas are used, there may
be only a single LOS path. Once the beamwidth is sufficiently narrow, there is no signific-
ant multipath in most practical circumstances. (Of course, if the transmit and receive LOS is
perpendicular to a pair of parallel reflectors an infinite number of multipaths will occur.)

To explore the consequences of this approach, three different antenna designs are now
considered.

1. Phased Array

Considering an 8 x 8 phased array antenna with beam steering, this arrangement requires
complex phase shifters (or hybrid Tees and attenuators applied to the I and Q channels), and
therefore is subject to high loss at 60 GHz. These losses reduce the effective gain of the antenna
array. In addition, currently there is no phase shifter MMIC available at 60 GHz on the market so
a hybrid Tee and real weights (attenuators) would be needed to build phase- shifting functions.
In addition, the beam shape becomes asymmetric when the beam direction moves away from
the z axis (this is generally called aberration). This means that the sidelobes of the radiation
pattern will grow when the beam is away from broadside. Also, circular polarisation at wide
angles with a phase-shifted array is almost impossible to achieve. The performance of circular
polarisation is unlikely to be achieved as the phased array becomes increasingly complex. The
main challenge of this design is to have a complex phase shifter and to have low loss. Lastly,
it is also difficult to achieve good circular polarisation in all directions.



ANTENNA REQUIREMENTS 29

2. A 2 x 2 Horn Array Plus Beam Switching

The gain of this design is limited by the size and the separation distance of horns. Each unit
consisting of a 2 x 2 element array acts as an independent source [52]. This design requires
a multibit phase shifter but generates good circular polarisation. By adding several tilted
horns, this design can have £100° coverage. The feeding network needs to have the correct
amplitude and phase in the two orthogonal linear polarisations in order to generate good circular
polarisation. The main challenge of this design is to reduce the sidelobe level caused by using
2 x 2 elements.

3. Beam Switching Array

This design uses a minimum number of elements (4 x 4) to achieve £100° coverage [53].
No phase shifter is required. Each element generates an independent beam. The configuration
operates in a different manner to that of the phased array, and there is no size limit for each
element. Each element can be optimised individually to meet the specifications for the indi-
vidual links. Sidelobe levels can therefore be controlled by a single horn design. The gain of
each element can be improved by adding a superstrate together with a horn, or using stacked
patches. More details about gain enhancement can be found in Chapter 2. The feed network
needs to have the correct amplitude excitation for each element, but not the phase. Circular
polarisation can be improved by a tilted waveguide or helical element. More details of this
configuration will be discussed in Chapter 4. The main defining parameters for these designs
are compared in Table 1.7.

Table 1.7 Comparison of three 60 GHz antenna designs

8 x 8§ phased array 2 x 2 array plus beam 16 beam switching array
switching
High gain Yes (but the loss of phase  Yes Yes
shifters is also high)
HPBW 20° Yes Yes Yes
Sidelobe —10 Not at the 100° beam Not easy Yes
to —20dB direction
Circular Medium Possible Possible
polarisation
Beam steering Beam direction is Beam direction is Beam direction is
range controlled by phase controlled by the height controlled by switches.
shifting. Sidelobe level of horns and phase
increases when the beam shifters.
is away from broadside.
Feeding point Amplitude, phase Amplitude, phase Amplitude
design
Phase shifters Complex 2 bits No
Challenge Complex phase shifter, Sidelobe reduction High gain with small size

low-loss phase shifter
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1.7 Link Budget

The link budget is used to determine system capabilities under a range of operating conditions
for the specified data rates, ranges and bit error rate. The expressions below identify the
necessary parameters, which can be used to calculate the final link margin:

Path loss at 1 m (PL, = 20 log,,(4m f./c)) = 68.00dB
where f, (centre frequency) = 60 GHz, ¢ = 3 x 10® m/s

Average noise power per bit (dB) = N = —174 + 10 x log,,(R,)
where R, (Gb/s) is the bit rate

Average noise power per bit (dBm) Py = N + Rx noise figure (referred to the antenna
terminal) (dB)

Total path loss (dB) = PL = Pr + Gr + Gr — Py — S — Mdowing — I — PLy

where Pj is average Tx power (dBm)
G is Tx antenna gain (dBi)
G is Rx antenna gain (dBi)
S is minimum E, /N, for the AWGN channel (dB)
M hagowing 18 shadowing link margin (dB)
1 is implementation loss (dB), including filter distortion, phase noise, frequency
errors
Maximum operating range d = 107%//%" (m)

where 7 is path loss exponent, subject to the scenario.

The following path loss parameters are considered by the IEEE 802.15.3c standard [54]:
For LOS scenarios:

e Path loss at 1 m: PL,=68dB
e Path loss exponent: n=2
e Shadowing link margin:  Mgowine = 1 dB

For NLOS scenarios:

e Path loss at 1 m: PL,=68dB
e Path loss exponent: n=25
e Shadowing link margin:  Mowine = 5 dB

A simple millimetre wave link can be represented as in Figure 1.20.

From this perspective the signal-to-noise ratio for the system can be calculated. In Table 1.8,
an example such as the configuration in Figure 1.16 (Case 4) is used to calculate the signal
and noise of a millimetre wave system with two 15 dBi directional antennas in a 5 m wireless
link. Both free space loss, and reflection loss are taken into account.

When the transmitted signal level is set to 15 dBm, a 5 dB loss can be expected due to the
feeding network of transmitting antennas. The power delivered to the antenna is therefore
10 dBm. The EIRP is then effectively increased to 25 dBm when the transmitting antenna has a
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Figure 1.20 The 60 GHz transmitter, receiver and wireless link

Table 1.8 An example of a millimetre wave scenario

Transmit power (dBm) 10

Bandwidth (GHz) 2

Distance (m) 5

Free space loss (dB) 81.98419713
Tx antenna gain (dBi) 15

Rx antenna gain (dBi) 15

Reflection loss (dB) 15

Input level (dBm) —56.98419713
Input noise level (dBm) —81

15 dBi gain. In a 5 m link, the 60 GHz signal suffers a free space loss of approximately 81.98 dB.
The signal is therefore attenuated by 81.98 dB due to this free space loss, and a further 15 dB
due to reflection loss. The final EIRP at the receiving antenna is therefore —72 dBm.

The input noise of the converter is the theoretical thermal noise floor limit, KTB. KTB is
calculated as follows:

KT B =4.002 x 107*! watts (or in log form = —174 dBm)

where

K = Boltzmann’s constant = 1.381 x 1072 W/Hz K
T = 290K at room temperature
B = normalized bandwidth of 1 Hz

When the bandwidth is taken into account, the input noise level is calculated by:

Input noise level = 10 log(KT B)
=10 log,,(B) — 174 (dBm)
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where B = bandwidth (Hz). For a 2 GHz bandwidth, from the above, there is —81 dBm noise
at the receiver.

Table 1.8 is an example of a millimetre wave communication system link budget. Based on
this table, the signal-to-noise ratio of the system can be calculated.

Table 1.9 is an example of a cascaded millimetre wave receiver, which includes a feeding
network, a bandpass filter, a low-noise amplifier, a switch and channel selection filter, and an
amplifier. The gain and noise figures for each component are provided, and the cumulative
gain and noise figures are calculated.

Table 1.9 Components and their gain / noise figures

Feeding Bandpass LNA Switch and Amplifier
network filter channel
selection filter

Gain (dB) -5 —1 20 -5 30

Cumulative -5 —6 14 9 39
gain (dB)

Cumulative gain 0.31 0.25 25 7.94 7943
(real)

Noise figure (dB) 5 1 3 5 10

Noise figure 3.16 1.26 2.00 3.16 10.00
(linear)

Cumulative noise 3.16 3.98 7.94 8.03 9.16
figure (linear)

Cumulative noise 5 6 9 9.04 9.62
figure (dB)

A typical cascaded millimetre wave system is illustrated in Table 1.10. The transmit power
is assumed to be 10 dBm, and the loss for the feeding network for the transmitting antenna is
assumed to be 5dB. 15 dBm of power should be achieved before the signal enters the feeding
network. The transmitting antenna has a gain of 12 dBi, so the effective isotropic radiated
power (e.i.r.p) increases to 22 dBm. During propagation, the signal undergoes free space loss
and reflection loss, and so is reduced to —75 dBm. After the 12 dBi gain of the receiving antenna
and the 5 dB loss of its feeding network, the signal increases to —68 dBm. Then the signal then
passes through a filter with a —1 dB loss, a low-noise amplifier with a 20 dB gain (—43 dBm),
a selection filter with a —5 dB loss (—48 dBm) and an amplifier with a 30 dB gain. Finally, the
signal power is —18 dBm.

The input noise level in Table 1.10 is stated as —81 dBm, as the bandwidth is assumed to be
2 GHz. The noise then increases to —58 dBm due to a low-noise amplifier with a 3 dB noise
figure, which is then reduced to —63 dBm due to the selection filter with a 5 dB loss. Therefore,
the signal-to-noise ratio at the output of the selection filter is (—54) — (—63) = 9dB. The
power level is plotted in Figure 1.21.



Table 1.10

Spreadsheet for a cascade of millimetre wave circuits

Feeding  Tx Free Reflection  Rx Feeding RF LNA Channel Amplifier

network  antenna  space loss  loss antenna network bandpass selection

(Tx) (Rx) filter filter
Input signal 15 10 22 —59.9842 749842 —62.9842 —61.9842 —62.9842 —429842 —47.9842 —17.984 Output signal
level (dBm) level (dBm)
Input noise —80.9897 —80.9897 —80.9897 —57.9897 —62.9429 —32.37  Output noise
level (dBm) level (dBm)
Input SNR 18.0055 19.0055 18.0055 15.005503  14.95869  14.385
(dB)
Gain (dB) -5 12 —81.9842 —15 12
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Figure 1.21 The 60 GHz link budget from Tx to Rx

1.8 Summary

This chapter explained the overall ideas and the importance of a gigabit wireless commu-
nication system using millimetre wave technology. A number of application scenarios are
discussed. The international standards and regulations are compared, and the communication
system concept is analysed. The role of antennas in the gigabit communication system is dis-
cussed. The characteristics of millimetre waves are addressed and a measured propagation
result and channel performance are presented. The technical challenges for different antennas
are investigated. Finally, an example of the link budget was provided, to show the performance
of the system. Noise and its impact on link behaviour are also considered.
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2

Critical Antenna Parameters

Based on the discussion in Chapter 1, the descriptions and requirements are developed, for
the system components of a (nominally) 60 GHz free space point-to-point communications
system. Also to be taken into consideration for this technology are user-defined constraints
(such as size and bulk) and these will dictate or steer the direction of the design philosophy.
There are five main constraints that will be explored for millimetre wave antenna design.

The first constraint is that the 60 GHz channel is lossy (due to oxygen absorption) but is
otherwise benign. The excess loss at 60 GHz is approximately 15 dB/km and it is therefore
desirable to identify means to overcome oxygen absorption and ensure that a sufficient mar-
gin exists to overcome other losses, such as rain-induced fading. Here compensation can be
acheived by increasing the transmitter or receiver antenna gain. For example, a directional
antenna gain can be employed to substitute for raw transmitter power and receiver noise. Thus
there is the prospect of system optimisation by trading off the requirements in these different
areas, and this aspect will be considered in Section 2.1.

The second constraint for systems is a strong multipath effect in an indoor environment.
In other words, the line-of-sight signal and the reflected signal will arrive at the receiver
via different paths. When the path difference is n x A/2(n =1, 3, ...), there is a destructive
interference between signals and this causes a notch in the frequency spectrum. For example,
if the path difference is 2.5 mm, there will be a notch at 60 GHz and such a notch can cause
an unstable wireless link with only slight physical displacement of the terminals or scatterers;
this will reduce the quality of the communications link. To minimise the multipath effect, a
narrow-beam antenna is therefore preferred. A discussion of the optimisation of the beamwidth
is given in Section 2.2.

The third constraint is the space limit for portable devices such as handsets. It is essential
to know how much gain can be achieved for an antenna in such a restricted space limit. This
limit will be discussed in Section 2.3. For a predominantly line-of-sight wireless link, circular
polarisation is useful to filter out the first reflected (multipath) signal. Additionally, the wireless
communication data rate (the capacity of the link) can be increased by using multipolarisa-
tion in a multitransmitter—multireceiver system. Each polarization state can deliver different
information channels and thus the data rate will be increased two to three times. Conversely, if
the major concern is the robustness of the link, the question of frequency re-use by polarisation

Millimetre Wave Antennas for Gigabit Wireless Communications Kao-Cheng Huang and David J. Edwards
© 2008 John Wiley & Sons, Ltd
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can be employed to support multiple copies of the information channel. The polarization will
be discussed in Section 2.4.

Fourthly, there is the problem of noise and interference. The reliability of the communications
link is defined by the signal-to-noise ratio. In the general sense, any undesired power appearing
in the communications channel is noise and degrades the performance of the link. The sources
of noise are various and can be due to environmental radiators (either passive or active) and
that generated in the transceivers. This last component can only be controlled by good design
practice and is not the main consideration of this work. The environmental component can,
however, be mitigated by the antenna performance and this will be a consideration in Chapter 7.

Finally, the wireless link can be interrupted by a blocking object (such as a human body)
which introduces additional shadowing loss. To avoid this shadowing loss, a beam-steering
function or multibeam antennas can be considered to cope with this loss. The approaches using
these types of antennas will be discussed in a later chapter.

2.1 Path Loss and Antenna Directivity

For a wireless LAN, it is generally assumed that the signal arriving at the receiver consists of
many copies of the information-carrying signal, which have been generated by scattering and
other processes by the environment. Each path will have a specific delay, and arrival times will
vary according to the dimensions of the environment.

For a specific path, as shown in Figure 2.1, the delay profile of the channel is determined by
the delay time, path gain and phase of each path. In order to reduce the multipath effect, it is
usual to receive each copy or path and time shift (and/or phase shift), in order to maximise the
received power and reduce the distortion of the signal; it is usually only necessary to reduce the
effects of the major paths that have the most power (usually no more than the first four or five).

Tx Rx

v

Gain
phase
time delay

Figure 2.1 Path channel model

In a gigabit wireless system, the channel model is often assumed to be quasi-optical and
indeed line-of-sight (LOS); therefore the major power is in the direct path in this case. A typical
indoor measurement of 60 GHz propagation is shown in Figure 2.2. It can be seen that there
can be significant delayed components due to reflections and if there is no direct line-of-sight
then comparable power may be distributed over many reflections. In addition, Figure 2.3 plots
the free space loss as a function of distance at 37 GHz for similar measurements. These two
figures show that a strong path loss exists in the range of the millimetre wave spectrum.



PATH LOSS AND ANTENNA DIRECTIVITY 39

Azimuth (deg)

~130 F
~140

~150 |

Path Loss (dB)

~160 ki

-170 i

Delay (ns)

Figure 2.2 Path loss and delay time for the 60 GHz signal [1]
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Figure 2.3 Path loss as a function of Tx—Rx separation at 37 GHz [2]

To combat these effects, it is necessary to focus or direct the radiated power from antennas
in a given direction. The power flux density in this direction will be greater than if it were
an omnidirectional antenna transmitting the same power (the power presented at the antenna
input terminals) and the ratio between these values (i.e. the degree to which the antennas
enhances the power flux density relative to an isotropic radiator) is called the antenna gain [3].
The degree to which the power is confined is called the directivity (or how directional the
antenna is). These two quantities are closely related by the radiation efficiency of the antenna
and can be expressed as follows:

Gain = efficiency x directivity

A typical antenna is able to couple energy to and from free space with an efficiency of
approximately 65 %.

The usual approach to establish the power received by an antenna is to consider an iso-
tropic radiator transmitting power Pr; so that this power is distributed over the surface of an
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expanding sphere as the wave propagates. At the receiver, the power flux density (power per
unit area) is then P;/4m R?. The received power is then determined by the effective capture
area of the receive antenna, so that the power received is then:

Ap P /47R?

This effective capture area can in turn be related to the gain of the antenna [3], so the gain can
be written as:

As can be seen, the directivity of an antenna is given by the ratio of the maximum radiation
intensity (power per unit solid angle) to the average radiation intensity (averaged over a sphere).
The directivity of any source, other than an isotrope, is always greater than unity. The maximum
gain of an antenna is simply defined as the product of the directivity and its radiation efficiency.
If the efficiency is not 100 %, the gain is less than the directivity. When the reference is a lossless
isotropic antenna, the gain is expressed in dBi (decibels relative to an isotrope).

To aid in designing the appropriate antenna for the application, Table 2.1 lists the major
technologies for millimetre wave antennas and provides a comparison of the features for the
different types of antenna. More details can be found in the following chapters.

Table 2.1 Comparison of different types of antennas

Power gain Polarisation

Printed antenna Medium Linear/circular
Horn antenna High Linear

Lens antenna High Linear

Rod antenna High Linear/circular
Helical antenna Medium Circular
Multidipole Medium Linear/circular
Dipole Low Linear

Slot antenna Low Linear/circular

In gigabit wireless communications, low profile design is attractive due to ease of fabric-
ation, and such a design has the potential to be built at low cost. Furthermore, the structures
can be lighter than reflector antennas of similar performance and also easier to install.

Several configurations have been proposed for this type of application in recent years that
produce high directivity at broadside (the direction perpendicular to the antenna’s length) [3, 4].
In the following chapters an historical overview of such configurations will be presented and
then illustrations given of the fundamental principles of operation, fabrication and testing.
Also discussed will be some new ideas that have emerged in the past few years with the use of
electromagnetic bandgaps (EBGs), metamaterials and metasurfaces to extend the performance
of previous designs.

As long ago as 1956, the first high-directivity “flat” antenna was designed to produce the
high directivity at broadside excited by a single source, as shown in Figure 2.4 [4]. It employs a
partially reflective surface (PRS) located approximately a quarter-wavelength above a ground
plane. Such a structure builds a Fabry—Perot cavity (FPC) and successive reflections of the
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trapped energy escape as a coherent summation along a defined direction, thus producing a
sharp beam. Subsequent research articles were published in 1985 [5] and in 1988 [6], where
the reflective surface was replaced with a dense, quarter-wavelength, dielectric, still over a
half-wavelength cavity. In 1988, the idea that the excitation of a leaky-wave contributes to the
high directivity was developed using a single dielectric layer for the first time. Later in 2001,
the concept introduced by Von Trentini was generalised to other geometries and actual designs
were made [7]. Utilising the same concepts, the partially reflective surface layer proposed
initially by Von Trentini was generalized to more exotic periodic structures (metasurfaces) [7].
The resonant frequency could be controlled and thus the operating bandwidth, which was in
line with modern communication systems requirements.

Ground pl'éne

Partially reflective surface Wave.g':;lide aperture

Figure 2.4 Schematic diagram of the antenna and geometry of dipole partially reflective surfaces [4, 8]

In addition to partially reflective surfaces, studies have shown that resonant defects in an
electromagnetic bandgap material could be used to produce high directivity outside the crystal
[9-14]. In practice, in these studies the reflective superstrate was replaced by a single or
multiple layers of electromagnetic bandgap material, but still over a resonating cavity.

The antennas described above could be excited by a single source located inside the cavity,
such as a coaxial probe, a microstrip patch, a slot in the ground plane or by a waveguide
horn. Some examples in the context of the fabrication of prototypes will be shown in the next
few chapters, illustrating the performance of such antennas in terms of bandwidth, aperture
efficiency, etc.

The above optical concepts have been applied to design a Fabry—Perot cavity (FPC) that
encapsulates a dual polarised array with sparse elements [15, 16] (see Figure 2.5). The unusually
large distance between array elements allows the design of the beamforming network on the
same plane of the array. This approach also supports dual polarisation.

A further advance in research work has shown that a metamaterial slab made of parallel wires
excited by a single source could produce a high directivity [17, 18]. As shown also by other
researchers, a material made of wires exhibits the electromagnetic behaviour of a plasma, with
aplasma cut-off frequency that depends on the radius of the wires and on the period of the struc-
ture. A similar idea was reported in Reference [19], which studied and realised a metamaterial
made of wire grids that produce high directivity. A detailed explanation of the phenomena was
presented in Reference [20], which also provided design criteria for directivity and bandwidth.
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array

Figure 2.5 Cut view of a sparse array in a Fabry—Perot cavity

It was shown that a highly directive beam in this class of antenna is also produced by an excited
leaky-wave with a small attenuation constant and large phase velocity. In Reference [21], the
leaky-wave model of Reference [20] was compared with a ray-optic description, as illustrated
in Figure 2.6. A larger class of metamaterials for directivity enhancement was analysed in
Reference [22], where low and high permittivity and permeability materials and the concept of
low and high impedance materials were analysed, to produce enhanced directivity for a given
direction. A brief comparison will now be made of this class of antenna with those previously
described with the partially reflective surface, as was reported in Reference [23], where the
figure of merit was introduced and taken as the product of the directivity and the bandwidth.

(a) Ray-optic field (b) Leaky-wave field

Figure 2.6 Radiation mechanisms for the directive broadside radiation.(a) Ray-optic model show-
ing the refractive lensing effect at the top interface. (b) Leaky-wave model showing a propagating
leaky mode that is excited by the line source. (Reproduced by permission of © 2006 John Wiley
& Sons, Inc. [21])

For an antenna with a 20° half-power beamwidth (symmetric), the directivity can be
calculated approximately to be:

4 4
D = 0000 = 0000 = 100 or 20dBi
Onpew Pursw 20 x 20

To have such high directivity and gain in a small size, one of the solutions is to combine both
a planar antenna and a three-dimensional antenna. Numbers from various research outcomes
are summarised in Table 2.2.



PATH LOSS AND ANTENNA DIRECTIVITY 43

Table 2.2 Combination of two- and three-dimensional antennas to increase antenna gain

3D antenna
2D antenna Rod Reflector Lens Horn
Patch Ref. [24] Ref. [25] Ref. [26] Ref.[28]
Slot - Ref. [27] Figure 2.8 Figure 2.7
Yagi - - - Figure 2.9

Some examples from Table 2.2 will now be discussed in more detail. A slot antenna can
be combined with a horn antenna as illustrated in Figure 2.7. Similarly, a patch-fed horn
antenna has been experimentally investigated at microwave and millimetre wave frequencies
[28]. The results indicated that for a 70° flare-angle horn, horn apertures from 1.0 A-square to
1.5 i-square, with dipole positions between 0.36 and 0.55 A, yield good radiation patterns
with a gain of 10-13 dB at 60 GHz, and a cross polarisation level lower than —20 dB on bore
sight. It also found that the impedance measurements can be reliably used for two-dimensional
horn arrays, but the radiation patterns differ because of the Floquet modes [29] associated with
the array environment. The integrated horn antenna is a high-efficiency antenna suitable for
applications in millimetre wave imaging systems, remote sensing and radio astronomy.

Gold coating

Slot antenna

l 4+—— Silicon

Figure 2.7 The complete millimetre wave antenna structure

The antenna gain can be increased by integrating slot antennas with a dielectric lens. One
example is shown in Figure 2.8. The lens is made out of low-cost low-permittivity Rexolite
material. The single-beam lens achieves a gain of 24 dBi at 30 GHz and a front-to-back ratio
of 30dB. An axial ratio of 0.5dB is maintained within the main lobe [30]. The measured
impedance bandwidth is 12.5 % within a standing-wave ratio (SWR) of 1.8 : 1. The single-beam
antenna is well suited for broadband wireless point-to-point links.

In Figure 2.8, a lens, which is fed by multiple slots, can radiate multiple beams with a
minimum 3 dB overlapping level among adjacent beams. The coverage of the lens antenna
system has been optimised through the utilisation of a number of slot arrangements, leading
to broad scan coverage. The multiple-beam lens antenna is suitable for an indoor wireless
access point or as a switched beam smart antenna in portable devices. More details about lens
antennas can be found in Chapter 6.
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+«——lens
Slot array

<4+—— Substrate

Figure 2.8 Multiple-beam launching through a substrate lens antenna

It is also possible to excite a circular horn antenna with a quasi-Yagi antenna, as illustrated
in Figure 2.9 [31]. Single-mode operation was achieved by placing the circular waveguide
transition in the horn, which suppresses the potential excitation of higher-order modes.
A typical aperture efficiency of 60 % at 60 GHz for a single-mode circular horn antenna was
achieved due to the high radiation efficiency of the quasi-Yagi antenna. The measured antenna
gain and radiation patterns of the longer horn, correspond to optimum horn characteristics
with a waveguide input. A wider bandwidth can be achieved by realising the transition in the
waveguide, which feeds the horn.

Figure 2.9 Cross-section of a circular horn antenna with a quasi-Yagi antenna inside. (Reproduced by
permission of © 2001 IEEE [31])

The integration of a quasi- Yagi antenna with a horn makes this antenna a symmetric two-port
device regardless of the angle of reception, which can be realised in balanced receivers and
transmitters. The edge diffraction from the incoming horn aperture is reduced, which can be
of use in corrugated horns. The single-mode operation of the antenna allows the integration of
a polariser directly at the aperture.
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When implementing a single-element antenna (such as a dielectric lens or a slot), it is possible
to use two-antenna systems to achieve up to a 75 % reduction of the lens material whilst
maintaining about the same length and on-axis characteristics, as shown in Figure 2.10 [32].
The lens-fed reflector provides higher overall efficiency than the two-lens system. This makes
the lens-fed reflector attractive for single-beam applications. In these two-antenna systems, a
limited scan capability with multiple beams cross-coupled at the 3 dB level is possible, which
can lead to lower alignment requirements between a receiver and a transmitter for line-of-sight
broadband wireless links.

v ooV

r ™

Slot Lens Hyperbolic lens Slot  Lens Reflector

(a) Two-lens system (b) Lens-fed reflector

Figure 2.10 Schematic diagram of the two-antenna systems

2.2 Antenna Beamwidth

The radiation pattern of an antenna is essentially the Fourier transform (linear space to the angle)
of'its aperture illumination function. In aradiation pattern cut containing the mainlobe direction,
the angle between the two directions, where the radiation intensity is one-half the maximum
value, is called the half-power beamwidth (see Figure 2.11).

P

Half-power
Mainlobe eamwidth

Figure 2.11 Beamwidth in a normalised power pattern (the radial scale is logarithmic)
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The beamwidth of an antenna is a measure of the directivity of an antenna and is usually
defined by the angles where the pattern drops to one-half of its peak value; they are also known
as the 3 dB points. For a circular aperture antenna of diameter D, if the antenna is uniformly
excited, this beam width is about 70 x wavelength/ D (the exact beamwidth actually depends on
the aperture illumination function). The next lobe in the pattern, usually called the first sidelobe,
will be about 1/20 (13 dBs less) of the value of the main lobe, and any further out sidelobes will
have an even lower value. The rate of decay of these sidelobes is an important parameter in
many antenna applications and is used in many international standards as a defining parameter
of antenna performance. In general, the maximum gain can be approximated by the following

formula:
27000

~ BW,xBW,
where G is the power gain (linear) of the antenna, BW, is the horizontal beamwidth of the
antenna and BW, is the vertical beamwidth of the antenna [1].

As an example, consider an antenna that has a vertical beam width of 27° and a horizontal
beam width of 10°; it will have a power gain of 100 (linear) or 20 dB. It would also have a
vertical dimension of about 2 wavelengths and a horizontal dimension of about 5 wavelengths
if the antenna is uniformly excited.

The total received signal is normally expressed as a closed-form expression, known as the
Friis equation [1]:

G Gr\?
P = Pt
where Py, is the received power, Pr, is the transmitted power, G, and Gy, are the antenna
transmit gain and receive gain, respectively, and A, d and L are the wavelength, separation and
other losses, respectively. The allocations given to each of these components constitute what
is generally called the link budget.
There are four types of antenna configurations in a communications system:

1. Tx: omnidirectional antenna versus Rx: omnidirectional antenna
2. Tx: omnidirectional antenna versus Rx: directional antenna

3. Tx: directional antenna versus Rx: omnidirectional antenna

4. Tx: directional antenna versus Rx: directional antenna

Omnidirectional antennas have signals radiating in all directions and are useful when a mul-
tipath is needed for communication purposes. A directional antenna has a narrow beam in
the desired direction and receives less well in the undesired direction. This is useful when a
multipath is not required. As a directional antenna has small coverage, it may be necessary
to incorporate it with a beam-steering function to provide wider coverage. However, the nar-
rower the antenna beamwidth, the more complex the beam-tracking function would need to
be. Hence it is necessary to consider the balance between the complexities of a beamforming
antenna and a tracking function.

2.3 Maximum Possible Gain-to-Q

In millimetre wave applications it is desirable to maximize antenna gain and bandwidth (i.e. to
minimize the Q for a lossless high gain antenna) simultaneously. Therefore the optimisation
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of the ratio of the gain-to-Q is important in antenna design. It is clear that the optimisation
of the ratio of the gain-to- O will yield a greater minimised Q than the minimum possible O
discussed previously, since it demands the gain to be maximised at the same time.

The quality factor Q of an antenna is an important overall parameter specifying the antenna
performance and the inherent physical limitations of antenna size on the gain. In particular, a
high value of Q means that large amounts of reactive energy are stored in the near zone field.
This in turn implies large currents, high ohmic losses, narrow bandwidth and a large frequency
sensitivity. Knowledge of the antenna Q leads to a reasonably definite assessment of antenna
performance because of its clear physical implications.

The first general study was published by Chu [33], who derived theoretical values of O for
an ideal antenna enclosed in an imaginary sphere. The Q of an electrical network at resonant
frequency w can be defined as:

- ! 2.1)

where W, is the time-average energy stored in the network, and P, is the power dissipated
in the network. When the network is not resonant, the time-average magnetic energy stored
in the network is not the same as the time-average electric energy. The input impedance is
proportional to P+ 2jw(W,, — W,), where W,, and W, are the time-average magnetic and
electric energy respectively, stored in the network.

To make the input impedance resistive, some additional energy storage must be added so
that the net reactive energy vanishes. If it is agreed that the network is always to be operated
with an additional ideal lossless reactive element, so that the input impedance is purely real,
then Q of the resultant network is defined as:

_ 26()W2

©="%

(2.2)
where W, is the larger of W,, or W, and P is the power dissipation in the original untuned
network.

Therefore, the antenna is normally tuned to resonance by the addition of a reactive element.
If the added reactive element does not dissipate any energy, Q of the resultant system is then
given by Equation (2.2), where P is now the total radiated power and I, is the larger of IV,
or W,, these now being interpreted as the time-averaged magnetic and electric energy stored in
the near zone field around the antenna. Consequently, Equation (2.2) can now be considered to
be the upper bound on Q of an antenna system that can be tuned to resonance by the addition
of a single reactive element. Any loss in the tuning element would reduce Q to a value below
that given by Equation (2.2). From now on, the parameter defined by Equation (2.2) will be
referred to as the antenna Q, even though in the usual network sense it is the Q that results
only when the antenna is tuned to resonance by an ideal reactive element.

Looking at the field in the vicinity of a high-gain, small-size radiator, extremely large field
intensities can be found. In a physical antenna, this would result in prohibitive heat loss. In
an ideal lossless antenna, this would result in large energy densities, and would thus yield a
high Q for an antenna. It is possible that the required current distribution cannot be obtained
in practice, since it is determined by the solution to a boundary value problem.Assuming that
the antenna geometry and excitation are arbitrary, the new upper limits can be derived for a
directional antenna in this case.
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The field external to a sphere containing all sources can be expanded in terms of a spherical
wave coordinate system (Figure 2.12) [34]:

v, = h?(kr) £,(0, ¢)

Figure 2.12 Spherical coordinate system

where 7 is an integer and #® is the spherical Hankel function (see [34]). With the mini-
aturisation of electronic devices, reductions in antenna size and profile are being continually
demanded. A question that is frequently asked is how small an antenna can be made, whilst at
the same time maintaining good performance (i.e. the highest gain and bandwidth at the same
time). For a small antenna with ka < 1, the optimized quantities can be approximated as [35]:

G| _ 6(ka)

M0 a ™ 2tkay +1

(2.3)

Here k is the wave number in radians/mm and a is the free space wavelength in mm. It
should be noted that an infinitesimally small dipole itself has an extremely narrow bandwidth,
since its real O would be much higher than the minimum possible O (mathematically it should
be infinity). The above relationships are the best overall performances a small antenna can
achieve and they can be used to determine the smallest possible antenna size once the required
antenna bandwidth is given. To illustrate the best antenna performances when Q is large, the
maximum possible ratio of gain-to-Q, and the maximized gain is depicted in Figure 2.13. It is
seen from the plot of max G/ Q|g, that they are all monotonically increasing functions of ka.
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Figure 2.13 Maximum ratio of a gain-to-Q for a directional antenna

Figure 2.14 shows the plots of maximum gain of an antenna. Again these are monotonically
increasing functions of ka. In general, the curve in Figure 2.14 is applicable to all antennas. They
can be used to determine the best overall performances once the maximum antenna size is given,
or to determine the smallest possible required antenna size to get the best overall performances,
as already discussed for small antennas. It is well known that there is no mathematical limit to
the gain that can be obtained from currents confined to an arbitrary small volume. However, a
small-sized antenna with extremely high gain will produce high field intensity in the vicinity of
the antenna, which results in high heat loss or high stored energy. By artificially truncating the
spherical wave function expansions of the fields to the order N, the maximum gain obtainable
is shown as [36]:

G = NX(N+2) 2.4)
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Figure 2.14 Maximised achievable gain. (Reproduced by permission of © 2003 IEEE [35])

Although Harrington obtained this result by considering a linearly polarized source, it can
be easily proved that this result generally holds for an arbitrary current source. Hence as N
increases (equivalently the antenna complexity increases) the maximum gain increases. Since
the magnitude of the spherical Hankel function decreases very slowly for n < ka and very
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rapidly for n > ka, the approximate transition point ka = n can be considered to be the point
of gradual cut-off [37].

The normal gain is often introduced and defined by letting N =ka [33, 36, 38], s0 Guom =
ka x (ka+2). Any antenna having a larger gain than the normal gain has been called a supergain
antenna. It is believed that using a supergain antenna will result in a high O and is therefore not
very practical, and so the normal gain is the maximum gain achievable without incurring high
Q. The plot of G, is shown in Figure 2.14. It is clear that the definition of the normal gain
or supergain is ambiguous since the cut-off point n» =ka is an approximate transition point and
in addition, Q is not clearly specified.

Assuming there is an infinite ground plane and the sphere has a radius which can enclose the
antenna, and ¢ =5 mm, the free space wavelength at 60 GHz can be calculated and the wave
number that allows ka to be evaluated:

c  3x10%x10°
AN=—="—"——— =5mm

7 T 60x 10

2

k= = 1.26 radians/mm

Therefore:
ka =126x5=6.3

From Equations (2.3) and (2.4), the maximum gain-to-Q factor and maximum gain
is given as:

G 6(6.3)°
max —| =

0, 2632+1
Maximum gain = 6.3(6.3 +2) = 52.3 =17dB

18.7

2.4 Antenna Polarisation

The subject of antenna polarisation has generated much published material over the years. The
precise definition can be complex, and radiating and receiving structures respond varyingly,
both in frequency and the angle to incident and transmitted waves. Here the discussion shall
be confined to a simple treatment, and the reader is directed to texts that deal with the topic
in much greater depth [1]. Only “far-field” radiation will be considered (since the wavelength
is small compared with the dimensions of the radiators) and for the illustive cases presented
here plane wave propagation will also be assumed.

In free space, the energy radiated by any antenna is carried by a transverse electromagnetic
wave, that is comprised of an electric and a magnetic field. These fields are orthogonal to each
another and also orthogonal to the direction of propagation. The electric field of the electro-
magnetic wave is used to define the polarisation plane of the wave, and therefore describes the
polarisation state of the antenna.

For describing antenna polarisation properties the “Ludwig definition 3”* is commonly used
[37]. In this definition, reference and cross polarisations are defined as the measurement
obtained when antenna patterns are taken in the usual manner, as illustrated in Figure 2.15.
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Figure 2.15 (a) Direction of the reference polarisation. (b) Direction of the cross polarisation
(Ludwig 3)

This wave is said to be linearly polarised, i.e. the electric field vector is confined to a single
plane. Two independent linearly polarised waves at the same frequency can therefore exist and
propagate along the same path. This feature has been used for many decades in free space links,
which utilise frequency re-use in order to double the capacity of a link for a given bandwidth.
In this case, each polarisation carries different information and is transmitted and received
independently. Where the relative angular orientation of the transmitter and receiver is not
defined, using two linear polarisations becomes a problem as the alignment of the receiver
with the transmitter is essential. Systems have been deployed in which dynamic control of the
receiver is used with the incident linear polarisation, but coverage of these is beyond the scope
of this book.

When the two polarisations carry the same information and the two components possess a
specific phase relationship with each other, a form of wave can be constructed in which the
electric field vector rotates as the wave propagates. If the relative phase of the two components
is fixed at £90° and the amplitudes of the components are equal, the electric vector describes
a circle as the wave propagates. Such a wave is said to be circularly polarised. The sense or
handedness of the circular polarisation depends on the sense of the phase shift. In general, the
two linear components of the propagating wave can have an arbitrary (though constant) phase
relationship and also different amplitudes. Such waves are said to be elliptically polarised, as
shown in Figure 2.16.

The majority of electromagnetic waves in real systems are elliptically polarised. In this case,
the total electric field of the wave can be decomposed into two linear components, which are
orthogonal to each other, and each of these components has a different magnitude and phase.
At any fixed point along the direction of propagation, the electric field vector will trace out an
ellipse as a function of time. This concept is shown in Figure 2.17, where, at any instant in
time, E, is the component of the electric field in the x direction and £, is the component of
the electric field in the y direction. The total electric field £ is the vector sum of E, plus E,.
The projection along the line of propagation is shown in Figure 2.17.

Therefore from the above discussion, there are two special cases of elliptical polarisation,
which are linear polarisation and circular polarisation. The term used to describe the rela-
tionship between the magnitudes of the two linearly polarised electric field components in
a circularly polarised wave is the axial ratio (AR). In a pure circularly polarised wave, both
electric field components have equal magnitude and the AR is 1 or 0 dB (10 log [AR]). Thus in
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Figure 2.16 Propagation of elliptical polarisation

Figure 2.17 The projection of a polarisation ellipse

a pure linearly polarized wave the axial ratio is co. In this case, the polarisation ellipse traced
by the wave is a circle.

It is difficult to make low cross polarisation circular sources that operate over a large band-
width. Thus cross polarisation in the transmit antenna can be major source of error in antenna
gain. To deliver maximum power between a transmitter and a receive antenna, both antennas
must have the same angular orientation, the same polarisation sense and the same axial ratio.
When the antennas are not aligned or do not have the same polarisation, there will be a reduc-
tion in energy or power transfer between the two antennas. This reduction in power transfer
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will reduce the overall signal level, system efficiency and performance. The polarisation loss
can affect the link budget in a communications system.

Itis reported that circular polarisation can reduce the power of the reflected path significantly
in the millimetre wave LOS link [37, 39]. Owing to the boundary conditions on the electric field,
the in-plane and normal components of the electric field suffer a differential phase shift of 180°
on reflection. This causes the sense of the circular polarisation to be changed at each surface
reflection. Thus for an odd number of reflections, the reflected wave attains a polarisation
state orthogonal to the incident wave. When this occurs a left-hand circularly polarised wave
would become a right-hand circularly polarised wave and vice versa. However, the direction
of circular polarisation remains the same when there is an even number of reflections, and the
power is only reduced due to reflection loss.

The circular polarisation maintains an advantage in some user scenarios. For example,
if a user holds the terminal at an arbitrary tilt angle to the transmit signal, there would
be a degradation of the signal strength in the case of linearly polarisation signals. How-
ever, such degradation is not present in the case of circular polarisation for a direct
line-of-sight and arbitrary terminal tilt angle. In addition, the terminal will receive fewer
multipaths (for a single polarisation), and circular polarisation also offers the possibil-
ity of frequency reuse, albeit with the complication of cross polar interference due to
multipath reflections. Clearly the magnitude of the multipaths depends on the reflection coef-
ficients of the materials in the environment; and on the material properties of the reflecting
objects.

Conventional short-range systems normally use linearly polarised antennas to reduce cost.
When the transmit and receive antennas are both linearly polarised, the physical antenna
misalignment will result in a polarisation mismatch loss, which can be determined using:

Polarisation mismatch loss (dB) = 101og(cos 6) (2.5)

where 6 is the angular misalignment or tilt angle between the two antennas. Polarisation
efficiency can be written as:

o . A —1 4,—1
Polarisation efficiency = 20log | 1 £

A +1 4,+1

where A is the axial ratio and the subscripts the antenna number. Figure 2.18 illustrates some
typical mismatch loss values for various misalignment angles.

In the circumstance where the transmitting antenna in a wireless link is circularly polarised
and the receiving antenna is linearly polarised, it is generally assumed that a 3 dB system
loss will result because of the polarisation difference between the two antennas. In reality,
the polarisation mismatch loss between these two antennas will only be 3 dB when the circularly
polarised antenna has an axial ratio of 0 dB. The actual mismatch loss between a circularly
polarised antenna and a linearly polarised antenna will vary depending upon the axial ratio of
the (nominally) circularly polarised antenna.

When the axial ratio of the circularly polarised antenna is greater than 0 dB (i.e. it is in fact
elliptically polarised), this will dictate that one of the two linearly polarised axes will generate a
linearly polarised signal more effectively than the other component. When a linearly polarised
receiver is aligned with the polarisation ellipse’s major axis, the polarisation mismatch loss will
be less than 3 dB. When a linearly polarised wave is aligned with the polarisation ellipse’s linear
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Figure 2.18 Polarisation mismatch between two linearly polarised waves as a function of angular
orientation 6

minor axis, the polarisation mismatch loss will be greater than 3 dB. Figure 2.19 illustrates the
minimum and maximum polarisation mismatch loss potential between an elliptically polarised
antenna and a linearly polarised antenna as a function of the axial ratio. Minimum polarisation
loss occurs when the major axis of the polarisation ellipse of the transmitter (receiver), is
aligned with the plane of the linearly polarised wave of the receiver (transmitter). Maximum
polarisation loss occurs when the weakest linear field component of the circularly polarised
wave is aligned with the linearly polarised wave.

An additional issue to consider with circularly polarised antennas is that their axial ratio
will vary with the observation angle [37, 39]. Most manufacturers specify the axial ratio
at the antenna bore sight, or as a maximum value over a range of angles. This range of
angles is generally chosen to represent the main beam of the antenna. In order to measure
the axial ratio, antenna manufacturers measure the antenna radiation pattern with a spinning
linearly polarised source. As the source antenna spins, the difference in amplitude between
the two linearly polarised wave components radiated or received by the antenna is evident.
The resulting radiation pattern will describe the antenna’s axial ratio characteristics for all
observation angles.

A typical axial ratio pattern for a circularly polarised antenna is presented in Figure 2.20.
From the antenna radiation pattern, it can be seen that the axial ratio at the bore sight is about
0.9, while at an angle of +60° off-bore sight, it dips to about 0.04. As the axial ratio varies with
the observation angle, the polarisation mismatch loss between a circularly polarised antenna
and a linearly polarised antenna will vary with the observation angle as well.
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However in most cases, the polarisation mismatch loss issue is much more complex. Based
upon this discussion of polarisation mismatch loss, it would be conceivable that communication
in a wireless system is near impossible when, for instance, the antenna of a mobile device is
orthogonal to the antenna of an access point.

Obviously, this is unlikely to happen in the real world. In any mobile handset communications
link, the signal between the handset antenna and the base station antenna is generally comprised
of a direct line-of-sight (LOS) signal and a number of multipath signals. In many instances,
the LOS signal is not present and the entire communications link is established with multipath
signals.

Multipath signals arrive at the antennas of mobile devices via the reflection of the direct
signal off nearby and distant objects or surfaces. If the reflecting objects are oriented such
that they are not aligned with the polarisation of the incident wave, the reflected wave will
experience a polarisation state change. The resultant, or total signal, available to the receiver
at the end of the communications link will be the vector summation of the direct signal and all
of the multipath signals. In many instances, there will be a number of signals arriving at the
receive site that are not aligned with the assumed standard polarisation of the system antenna.
As the receive antenna rotates from vertical to horizontal, it simply intercepts or receives
power from these multiple signals and will in fact receive different multipaths as the angle of
orientation varies.

2.4.1 Polarisation Diversity

In order to improve or extend system performance, some system designers use receive polarisa-
tion diversity techniques in an effort to enhance signal reception. In these systems, a circularly
polarised or dual linearly polarised antenna is used at the receive site to take advantage of
the fact that many linearly polarised multipath signals, with different orientations, exist at the
receive site. These dual polarized antennas can accept the orthogonal signals and combine
them in the receiver, and so have a greater probability of receiving more total power than a
single linearly polarised antenna.

Typically, in polarisation diversity systems, when using a dual linear polarised antenna
the receiver samples and tracks the polarisation output providing the strongest signal level
(selection combining). Each output will provide a total signal that is a combination of all
incident signals arriving in that polarisation. This combined signal will be a function of the
amplitude and phase of each signal, as well as the polarisation mismatch of each signal as
described by Equation (2.5).

In polarisation diversity systems using a circularly polarised antenna, the receiver only
samples the single output. The total signal developed at the output will be a combination of all
signals arriving at the antenna. Again this is a function of the individual amplitude and phase
of each signal, as well as the polarisation mismatch loss between the circularly polarised and
linearly polarised signals as described in Figure 2.19.

The choice between using a circularly polarised antenna or a dual linearly polarised antenna is
difficult to determine. This choice is really a function of the make-up of the total signals arriving
at the receive site. If the total signal arriving at the receive site is predominantly contained in
a linearly polarised wave, then a dual linearly polarised antenna may be the preferred choice.
However, antenna alignment is critical in determining the total signal received.
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With a dual polarised antenna, the signal loss due to a polarisation mismatch will be between
0 and 3dB. If a circularly polarised antenna is used (assuming a 1 dB maximum axial ratio
over the main beam), the signal loss due to a polarisation mismatch will be between 2.5 and
3.5 dB. If the total signal arriving at the antenna is comprised of a random sample of multiple
linearly polarised signals, the circularly polarised antenna will be able to detect the waves, and
may be the correct choice for a receiver in a dense scattering environment. With a dual linearly
polarised antenna the polarisation mismatch loss will generally be greater than 3 dB.

A number of researchers have shown that dual polarisation diversity, using vertical and
horizontal polarisations, can improve the received signal-to-noise ratio [40, 41]. In addition,
the performance of a three-branch orthogonal polarisation diversity system in a scattering
environment has been investigated and compared to that of a dual-channel polarisation diversity
system. The results show that the former system has a 2 dB advantage over the latter [42].
The results also suggest that the use of horizontal polarisation at the transmitter results in a
2 dB improvement over a vertically polarised transmitter. This observation could be explained
by the fact that in the indoor environment (where the receive antennas were located), the
majority of reflectors are horizontal (floors and ceilings). The work presented showed that
there are clear benefits to using a three-branch polarisation diversity scheme to improve the link
budget.

Diversity schemes have been shown to be highly efficient in mitigating the effects of mul-
tipath fading. The three-branch polarisation diversity schemes [39, 40] can also be applied to
millimetre wave antenna systems. This particular scheme uses three orthogonal antennas at
the receiver to increase the link budget by more than 6 dB and 2 dB for the Rayleigh and dual-
channel cases, respectively. The approach has an added advantage of being relatively small
and compact, since the antenna elements can be co-located, making it suitable for applications
where space is limited. This ability of the system to provide three uncorrelated copies of the
transmitted signal also implies that it can potentially be deployed at both the transmitter and
receiver in a conventional multiple-input multiple-output (MIMO) arrangement, to enhance
both the capacity and the link budget of the channel. However, in this section emphase will
be placed on the operation of the scheme as a diversity system (for a robust channel), while the
MIMO analysis will be reported in a future publication. The performance of the triple polar
scheme was analysed for the indoor environment in Reference [42]. It was envisaged that users
requiring high-speed data services will typically be located in this environment and will be
relatively stationary, with data terminals larger than current mobile phones which are capable
of accommodating the diversity antennas [43]. The polarisation diversity scheme can then
be implemented at the access points and/or at the mobile devices to enhance the link budget.

The three-branch polarisation diversity system employs three orthogonal antennas which
may be implemented as either electric or magnetic elements (a total energy antenna can be con-
structed by using both electric and magnetic elements). In this configuration, three orthogonal
electric field detectors were used. One of the antennas is in a vertical position and two are in
orthogonal horizontal positions (HI and H2), as shown in Figure 2.21. As mentioned above,
one of the major benefits of this configuration is that the antennas are co-located and can be
designed to occupy minimal space. This is particularly important in access points where space
is limited, and also in handsets where the device size cannot accommodate spatially separated
antennas. One of the problems of having closely separated antennas is the mutual coupling
between the elements, which can adversely affect the application of the array in a diversity
system (the communications channels then become correlated). However, by careful design,
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sufficient isolation can be achieved. In [42] and [44], a measurement was conducted in an
anechoic chamber to quantify the isolation between the elements. It was observed that, on
average, the isolation between the elements is more than 40 dB, which shows that the mutual
coupling is negligible and the arrangement is therefore suitable for diversity [42, 44].

. Receiver
Transmitter

Figure 2.21 Configuration of the three-branch polarisation diversity scheme at transmitter and receiver
(V represents vertical polarisation, H1 represents horizontal polarisation 1 and H2 represents horizontal
polarisation 2)
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3

Planar Antennas

There has been rapid growth in printed antenna theory and technology during the last decade.
Characteristics of printed antennas, such as low-cost, low-profile, conformability and ease of
manufacture, have been studied and the advantages have been shown to outweigh the electrical
disadvantages: such as narrow bandwidth and low-power capacity, for certain applications.

This chapter will discuss properties of planar antenna elements suitable for millimetre
wave systems, and presents data on their electrical characteristics and other features relev-
ant to this application. Section 3.1 focuses on printed dipoles and patches, describes their
basic features and gives some simple design rules. Section 3.2 presents the basic concepts
of slot antennas, while Section 3.3 presents a basic description of a quasi-Yagi antenna.
Section 3.4 discusses wideband bowtie antennas, and Section 3.5 introduces reflector antennas.
Section 3.6 describes design and test considerations. Finally, Section 3.7 discusses production
and manufacturing issues

3.1 Printed Antennas

Printed dipole radiating elements have been extensively studied by many researchers. Essen-
tially the configuration is a planar dipole element supported on a dielectric substrate. A useful
discussion of these antennas was reported by Alexopoulos and Rana in Reference [1], where
an analysis was presented using basically a method of moments procedure. Figure 3.1 shows
a typical centre-fed printed dipole element. The use of parallel stripline feed lines to couple
the radiating dipole, as in Reference [2], can alleviate the feeding difficulty at the expense
of a more complicated feeding structure, possibly involving printed conductors on two sub-
strate levels. Advantages of the printed dipole are that it uses less substrate area compared to
patch elements (see below) which is particularly important in arrays, and that it can be used
near its first or second resonant frequencies without deleterious higher-order modes being
excited.

The printed patch antenna in Figure 3.1 can be fed with a microstripline or with a probe
connecting the radiating element through an entry hole from the bottom of the substrate. In
practice, a coaxial feed would have its outer conductor joined to the ground plane and the inner

Millimetre Wave Antennas for Gigabit Wireless Communications Kao-Cheng Huang and David J. Edwards
© 2008 John Wiley & Sons, Ltd
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Figure 3.1 Resonant lengths of a printed dipole and a microstrip patch versus d for polystyrene sub-
strate. Patch width I/ = 0.3 X,. At the top are shown the printed dipole and patch geometries. (Reproduced
by permission of © 1983 IEEE [3])

conductor, or the feeder, would pass through the dielectric substrate and connect to the radiating
element. It is observed that the rectangular patch needs more substrate area than the dipole
and that a probe-type feed may be difficult to fabricate on monolithic substrates, such as
alumina or quartz substrates. A feeding issue exists with microstripline feeds, since for a
microstripline, the line width determines its characteristic impedance (for a given substrate)
and is relatively constant with frequency. The size of a resonant patch antenna, however,
decreases with increasing frequency, so that a given microstrip feed line on a substrate has
an effective upper frequency limit beyond which the resonant patch width would be narrower
than the feed line width.

It should be noted that there are intrinsic differences in the electrical operation of printed
dipoles and patches. The first resonance of a printed dipole, like a half-wave dipole in free space,
is a series-type resonance as the current is driven in the same direction as the driving electric
field. On the other hand, the first resonance of a patch antenna is a parallel-type (anti)resonance
as the current is in the plane of the patch but the field is between the conducting plates of the
structure. This difference is a result of the field structure created in the vicinity of the element
by a particular feed.

For a dipole, the feed couples to the electric field component along the dipole axis, while
a coaxial or microstripline-fed patch antenna is coupled by the electric field component
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perpendicular to the substrate. Printed dipoles and patches, however, have similar current
distributions; thus the radiation patterns are similar [1, 4].

For a nearly square patch with dimensions a and b, the design procedure can be listed as
follows:

(i) Find the resonant frequency from the effective patch dimensions a and b, satisfying:

>b

¢
21/

a =

where c is the speed of light and ¢, is the relative dielectric constant of the material. The
true physical dimensions for # and L are smaller than a and b because of the fringing
effect.
(i) Choose the operation frequency and bandwidth.
(iii) Choose the appropriate substrate.
(iv) Estimate the power loss.
(v) Estimate the resonant resistance and quality factor.
(vi) Determine the feeding method.
(vii) Occasionally, iterations are needed for fine-tuning the antenna performance.

These points are discussed step by step as follows.

(i) Resonant Frequency

The first consideration in the design of a printed antenna element is the length L of the element
required for resonance. This length is a function of substrate thickness d and the relative
dielectric constant ¢,, and, in the case of a microstrip patch, a function of the patch width
W . Because the dielectric material only exists in the region of space underneath the antenna
element and not in the space above, the resonant length does not scale with the dielectric
constant as 1/,/¢, (which is only used by an antenna in a homogeneous medium).

Figure 3.1 shows the required lengths for the first resonance of a printed dipole and a rect-
angular microstrip patch element versus substrate thickness d, for a Teflon ™ material. The
patch width is W = 0.3 1, (A, is the free space wavelength). The dipole length varies less
than 6 % for 0 < d < 0.5b, and is slightly longer than the patch length, which varies propor-
tionately more with d. An interesting feature of the patch antenna is that it stops resonating
for substrate thicknesses greater than 0.11 A,. With increasing substrate thickness, the trend is
towards an entirely inductive input impedance locus (due to the phase relationship between cur-
rent and applied field/voltage). This effect occurs for both probe-type and microstripline-type
feeds.

This situation is probably undesirable in most cases, and so the use of patches on thick
substrates may not be practical unless some way of countering this inductive trend is used, for
example by using a capacitive-gap coupling from a feed line. The dotted continuation of the
patch length curve in Figure 3.1 is given only to show the length chosen for the calculation of
other data presented later in Figure 3.2. An increase in patch width ¥ can reduce the resonant
length by a few per cent; the length reduction is greater for thicker substrates.
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(ii) Frequency Bandwidth

Frequency bandwidth is one of the important antenna parameters. It is defined as the half-
power width of the equivalent circuit impedance response. For a series-type resonance [2], this
bandwidth (BW) is:

2R
W=—— (3.1
wy dX/da)Iw0

where the input impedance at the resonant frequency w,, Z, is equal to R + j.X. For a parallel-
type resonance, Equation (3.1) is used with R replaced by the conductance G, and X replaced
by the inverse of the reactance B; here the input admittance Y at resonance is equal to G +jB.
The derivative in Equation (3.1) can be evaluated by calculating the input impedance at two
frequencies near resonance and using a finite difference approximation.

As discussed by Harrington [5], the lowest achievable Q of an antenna is inversely related
to the antenna volume (since Q depends on the ratio of the stored energy [depends on L3, the
volume] and to the dissipated energy [linear in L or L?, the length or area]). Since the patch
antenna encompasses a greater volume than the printed dipole, its O can be lower than the O
of the dipole, and hence the operational bandwidth can be greater.

(iii) Substrate Characteristics

To produce printed antennas, it is necessary to select a material that is mechanically and
electromagnetically stable. This choice of substrate is based on the fact that the permittivity
range is from 1.2 to 13 and that these materials are either in use today or are expected to be
in use for millimetre wave antenna systems in the future. Because of space considerations,
not all materials available today will be compared here, but it is felt that these examples are
representative and other common substrate materials have properties roughly in the range of
those considered here.

Teflon and related products like Rexolite™ and RT/Duroid 5870/5880™ have been used
extensively in the microwave band [6]. Quartz substrates have very good dimensional stability
and are often used in microwave integrated circuits. Gallium arsenide is one of the low-loss
substrate materials used for monolithic microwave integrated circuits. DuPont™ 943 Low Loss
Green Tape™ [7] can be used with gold, silver and mixed-metal material systems, and can be
considered for use by millimetre wave circuit designers and manufacturers.

The dielectric loss factor, also known as the dissipation factor, is defined as the tangent
of the loss angle (tan §, or the loss tangent). The loss factor represents the ratio of resist-
ance to reactance of a parallel equivalent circuit of the ceramic element. Alternatively, for a
primarily reactive circuit model, the degree to which the angle differs from 90° would be a
case of a lossless device. Thus the real and imaginary components of the dielectric constant
are quantified. The dielectric constant (¢) and loss factor (tan §) can be measured using a
standard impedance bridge or an impedance analyser. Some typical examples are identified in
Table 3.1.

(iv) Power Loss
Power loss can be caused by surface waves, the dielectric material, and implementation
tolerances, etc. Here the first two losses will be discussed:
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Table 3.1 Electrical properties of microwave substrates [8]

Loss tangent
0.0001 0.0002 0.0003 0.0004 0.0005 0.0006 0.0007 0.0008 0.0009 0.001 0.002 0.005 0.010 0.050 0.100

1.0

12 MgCO3
2

21 Teflon

22 Polypropylene

23 Polyethylene

2.4

2.5 Polystyrene

2 |Quarz

permittivity
w

5 Mica

6 BeO

7 GreenTape943

9 Sapphire| MgO AI203
10 MgTiO3

125 GaAs

e Power loss due to surface waves

Both TE and TM surface waves can be excited on a grounded dielectric substrate. The cut-off
frequency of these modes is given by [5]:

nc
Je= m 3.2)

where c is the speed of light and » = 0, 1, 2, 3 for the TM,, TE,, TM,, TE; surface modes,
respectively. Note that the TM,, mode has a zero cut-off frequency, so that it can be generated
for any substrate thickness. As the substrate becomes electrically thicker, more surface modes
can exist and the coupling to the lower-order modes can become stronger. For thin substrates
(d <0.01 1) this surface wave excitation is generally regarded as unimportant.

For thicker substrates these surface waves may have a detrimental effect on printed antenna
performance. Surface wave power launched in an infinitely wide substrate, would not contribute
to the main beam radiation and so can be considered as a loss mechanism. In this case, the
radiation efficiency can then be defined as:

Pl“ﬂ
e= " (3.3)
Prad + Psw
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where P, is the power radiated via the space wave (the main beam power), and P, is the power
coupled into surface waves. P4 + P, is then the total power delivered to the printed antenna
element. Here dielectric losses have been ignored. The effect of a finite-sized substrate is to dif-
fract the surface wave energy from the substrate edges, possibly causing undesirable effects on
sidelobe level, polarisation or main beam shape. In general, for low sidelobe performance, the
edge excitation needs to be low and the aperture excitation needs to vary slowly over the patch.
Low sidelobe requirements tend to conflict with high aperture efficiency. However, by a careful
balancing of the modal excitation, a good compromise between mainlobe gain and sidelobe
suppression can be achieved. A high current excitation over as much of the patch as possible
(efficiency) is aimed for, but with the current tapering smoothly to zero at the edges. Surface
waves could also be diffracted by or coupled to feed lines or components on the substrate.

In the moment method formulation, surface wave fields and space wave fields are easily
separated from the Sommerfeld-type integral expression for the total fields of an elemental
current source on a grounded dielectric slab. The surface waves arise from the residues of the
contour integral. Since in the moment method the impedance matrix elements are expressed in
terms of integrals of the fields from the modal expansion, these elements can be separated, as:

Zyw =242 (3.4)

W

where Z,, represents the matrix element using the total field, and Z™ and Z*" represent the
direct radiation (the space wave) and the surface wave contributions, respectively. Then, if 7,
represents the current on the nth expansion mode, the total input power can be written as:

P, = Re Z Z I'Zy1, (3.5)

and the radiated power can be written as:

Pag=Re) > I'Z%I, (3.6)

e Losses due to the dielectric

Power loss due to dielectric heating can be calculated by using the loss tangent and com-
plex permittivity for the particular substrate dielectric material. For the half-wave dipole (a
series-type resonance), for example, the radiation efficiency based on the dielectric loss can
be calculated as:
R,

R +R,
where R, is the radiation resistance at the input terminals and R; is the loss resistance. R, and
R, can be found from the two calculations of the input impedance, one with tan § = 0 and one
with tan § # 0. The radiation resistance is R = Re(Z;,), for tan § = 0 and the loss resistance is
found from R, + R; = Re(Z,,) with tan § # 0. This is an accurate procedure for small losses.
For full-wave dipoles or microstrip patches (anti-resonances), the efficiency is calculated using
the conductance in Equation (3.7). Note that efficiency as defined by Equation (3.7) does not
include the power loss due to surface waves (although it does in fact include heating loss from
surface wave fields).

n (3.7)
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It has been proven that the patch efficiency is greater than the dipole efficiency, and that the
efficiency improves rapidly as the substrate thickness increases [3]. Both of these effects can
be explained by noting that, for a given power level, the fields are more concentrated for thin
substrates or narrow antenna elements; thus more power is lost to dielectric heating than in
cases of thicker substrates or wider elements.

(v) Resonant Resistance
Having introduced the quality factor in Section 2.3, this subsection will concentrate on resonant
resistance.

Figure 3.2 shows the input resistance of a half-wave printed dipole and a microstrip patch
on a Teflon substrate versus its thickness. As previously pointed out, the patch element does
not strictly resonate for the substrate thickness d > 0.11 A,; the patch resistance shown in
Figure 3.2 for the substrate thickness d > 0.11 A, is the real part of the input impedance for a
patch length of 0.270 A,. Since the printed dipole’s first resonance is a series-type resonance,
the input resistance is very small for small d, since electrically thin substrates imply high
0 resonance. The microstrip patch, having a parallel-type resonance, shows a high input
resistance for small d.

200 - lsurfacewave ————— 2surfacewave ——
o
§ 150 patch :
g :
g 100 dipole :
g i
g i
g :
3 S0 ;

~ S

0 1 1 1
0 0.1 0.2 0.3 0.4
d/h

Figure 3.2 Input resistance of a half-wave printed dipole and a microstrip patch versus d for Teflon.
The patch is probe fed at a point L /4 from the edge and the patch width W = 0.3 A,. (Reproduced by
permission of © 1983 IEEE [3])

The full-wave dipole has a parallel-type resonance, with high input resistance for small
substrate thickness d, similar to a full-wave dipole in free space. This element has interesting
advantages in some applications [9]. First, its half-power beamwidth is significantly less than
that of a half-wave dipole. Second, if a pair of full-wave dipoles are arranged A,/2 apart
to form a subarray element, the E and H plane beamwidths will be about equal, and if a
detector diode is placed in the centre of the subarray and connected to the dipoles by a printed
parallel line, as in Reference [9], the A,/4 line length will yield an impedance inversion
from the high input resistance of the full-wave dipoles to a low impedance matching to the
diode.

All the dipoles are centre fed and all the patches are probe fed at a point L/4 from the
(radiating) patch edge. Moving the feed position towards the end of the dipole or patch will
increase the input resistance, at the first resonance.
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(vi) Feeding Methods

Six basic methods for feeding patch antenna are shown in Figure 3.3. The slotline feed,
coplanar waveguide feed, and aperture-coupled feed configurations have attracted much atten-
tion because of their suitable geometries for monolithic integration. Figure 3.3 (a) shows the
probe feed via hole method. Its advantage is that there is no feed line radiation loss, and
little coupling between the patch and feed line (the currents are orthogonal). Also, the imped-
ance of this patch can be accurately and easily predicted and a different value of impedance
can be obtained by choosing the feed location. However, the fabrication can be complicated
and costly for millimetre wave applications. Figure 3.3 (b) shows a microstripline edge feed
method, which can simplify the fabrication process as the antenna and the feeding lines are
printed in one step. Its drawback is its inflexibility in design, since both feed and patch are
over the same substrate, resulting in possible erratic radiation coupling for millimetre waves.
Figure 3.3 (c) shows the microstripline sandwich feed method, which is flexible in microstrip-
line and patch design. However, two layers of substrates are required and it can be difficult to
integrate them with active devices due to their heat dissipation. Figure 3.3 (d) shows a slotline
feed method, which is simple to fabricate and easy to integrate with active devices. Also it
is simple to allow for heat dissipation, and it is possible to etch the patch and the slot in one
step. However, some possible stray radiation may be generated by the slot and there is lim-
ited flexibility in a large feeding network layout. Figure 3.3 (e) shows a coplanar waveguide
feed method, which again is simple to fabricate and easy to integrate with active devices. The
transitions to active devices and MMICs are simple, and only a small amount of stray radi-
ation comes from feed. This method requires more space and has less freedom when designing
large feed networks. Figure 3.3 (f) shows an aperture-coupled feed method. In this configura-
tion, there is an aperture in the ground plane, which allows electromagnetic coupling between
the patch and the feed line. This method has more design freedom, as the feeding network
and patches can be designed separately to a large extent. However, this method is costly and
complex compared to other methods as it requires multiple layers of conductor and substrate.
Also more space under the ground plane is required. Generally, in the aperture-coupled patch
antenna (Figure 3.4), the thickness of the ground plane corresponds to the thickness of the
metallisation substrates.

At 60 GHz, in order to make the structure rigid and to introduce active components that
may be associated with the feeding line network, it is interesting to consider increasing the
thickness of the ground plane. Two different technologies, one with the Duroid substrate
and the other one with TPX (TPX® is a registered trademark of Mitsui Plastics), have been
developed to introduce a thick copper ground plane between the two distinct substrate layers.
With the Duroid substrate (Figure 3.5), the initial copper film is first removed and then the
two substrate layers are bonded and pressed at high temperature. For the TPX realisation,
several sheets of substrate are stacked and pressed at high temperature to obtain the desired
TPX thickness.

To illustrate these technologies, two aperture-coupled microstrip patch antennas, calculated
by an extension of the cavity method [11], have been produced. With these two antennas,
the same radiation efficiency of around 70 % is obtained. These prototypes show that these
technologies are very suitable for millimetre waves. An example of a circularly polarised
patch antenna is represented in Figure 3.6 (a). The circular polarisation is due to the cross
apertures in the ground plane and the tilted feeding line, which allows the excitation on two
orthogonal modes in the patch. This antenna is realised with a glass Teflon technology. The
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Figure 3.6 (a) Circularly polarised antenna and (b) its axial ratio

measured axial ratio is given in Figure 3.6 (b). The best circular polarisation is obtained around
59.7 GHz and the axial ratio is equal to 1 dB.

Printed antennas are the obvious choice for integration in a stacked configuration, due
to their low profile and planar characteristics. However, microwave and optical devices are
commonly fabricated on high dielectric constant substrates, such as gallium arsenide. The
design of printed antenna elements on such substrates is commonly avoided, as they suffer
from a narrow bandwidth (< 6 %) and excessive losses due to surface waves, which decreases
the overall gain of the antenna. Wideband antenna elements are desirable to ensure that the
antenna is not the limiting factor in the system bandwidth, and to allow for the possibility of
multiservice transmission.

To increase the frequency bandwidth and/or efficiency, this section presents a comparison
of two different broadband millimetre wave antenna structures fabricated on high dielectric
constant substrates. The geometries under investigation are the hilo stacked patch and the
coplanar waveguide fed aperture stacked patch (ASP) [12]. The relative merits and shortcom-
ings of these structures will now be highlighted in terms of bandwidth, surface wave loss, back
radiation and ease of integrated design. Possible methods to alleviate the shortcomings of the
individual configurations will also be postulated.

The general configuration of the hilo stacked patch is given in Figure 3.7 (c). For the current
purpose, the feed substrate has the relative permittivity of gallium arsenide (¢ ~ 12.9) and
the antennas are designed to operate in the millimetre wave band. The feed wafer thickness is
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240 pm for the hilo stacked patch. Gold metallisation is used on the feed substrate. Square patch
elements are employed in both antenna structures to accommodate the further development of
circularly/dual polarised versions.
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Figure 3.7 Structure of the millimetre wave patch antenna and the equivalent circuit: (a) inset microstrip
feed, (b) proximity coupled feed and (c) stacked patch [13]

The circuit model for the stacked patch antenna can be developed from physical considera-
tions using the cavity method, and an expression of input impedance is obtained as a function of
antenna parameters and frequency. The equivalent circuit, as shown in Figure 3.7 (c), consists
of two cascaded parallel resonant circuits with a series coupling capacitance. The lower patch
can be modelled as a parallel RLC circuit with a capacitor C, in series, representing the cross
coupling between the upper patch and the lower patch. An inductance L, is connected as a
direct feed.

If considering the feeding patch to be excited in the TM;; mode and the radiating patch is
operated in the TM,; mode, then the value of RLC for the TM,; mode can be found as:

h ; ;
R= __or cos’ <£> cos’ (Q) Gon
/ w

T f€,E0letr Wete
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where Q is the quality factor associated with all losses in radiation, conductor, dielectric and
surface waves, % is the substrate height, /;+ and w; are the effective length and width of the
patch, respectively, G,,, = sin C(mnd,/2!l)sin C(nmwd,/2w) and d,, is the effective width of
a uniform feeding patch.

(vii) Iterations
Occasionally, iterations are needed for fine-tuning antenna performance and for improving
manufacture tolerance at millimetre wave frequency.

3.2 Slot Antennas
3.2.1 Standard Slot Antenna

The slot antenna consists of a radiator formed by cutting a narrow slot in a large metal surface.
The slot length is a half-wavelength at the desired frequency and the width is a small fraction
of a wavelength. An understanding of the behaviour of the slot antenna can be gained by
considering a conventional half-wave dipole consisting of two flat metal strips, as shown in
Figure 3.8. The physical dimensions of the complementary metal strips are such that they
would just fit into the slot cut out of the large metal sheet.

2 A2
C—(r— s >
e H

Figure 3.8 Slot antenna (left) and complementary dipole (right)

The slot antenna is compared to its complementary dipole to illustrate that radiation patterns
produced by a slot antenna cut into an infinitely large metal sheet and those of the comple-
mentary dipole antenna are the same. However, several important differences exist between
the slot antenna and its complementary antenna. First, the electric and magnetic fields are inter-
changed. As a result, the polarisation of the radiation produced by a horizontal slot is vertical.
If a vertical slot is used, the polarisation is horizontal. A second difference between the slot
antenna and its complementary dipole is that the direction of the lines of electric and magnetic
force abruptly reverse from one side of the metal sheet to the other. In the case of the dipole,
the electric lines have the same general direction while the magnetic lines form continuous
closed loops. When energy is applied to the slot antenna, currents flow in the metal sheet.
These currents are not confined to the edges of the slot but rather spread out over the sheet.
Radiation, then, takes place from both sides of the sheet. In the case of the complementary
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dipole, however, the currents are more confined, so a much greater magnitude of current is
required to produce a given power output using the dipole antenna.

The general principle of complementary radiators was first identified by Babinet for optics
[14]. The concept of complementary radiators is usually referred to as Babinet’s principle,
which shows that the slot will have the same radiation pattern as a dipole with the same dimen-
sions as the slot, except that the E- and H-fields are interchanged, as illustrated in Figure 3.8,
which shows that the slot is a magnetic dipole rather than an electric dipole. As a result, the
polarisation is rotated 90°, so that radiation from a vertical slot is polarised horizontally. For
instance, a vertical slot has the same pattern as a horizontal dipole of the same dimensions,
and so it is possible to calculate the radiation pattern of a dipole. Thus, a longitudinal slot in
the broad wall of a waveguide radiates just like a dipole perpendicular to the slot. A fuller
discussion of the concept of complimentary radiators can be found in Reference [3].

Slot antenna arrays seem to be one of the good candidates for 60 GHz applications when
microstripline feeding systems with a reflecting plate are used. If feeding is on the opposite
side of the metallised structure between the substrate and the reflector, the feeding network
theoretically will not disturb the radiation pattern. The two types of slot structures will now
be examined; one with a double spiral-like element and the second with a V-shape configur-
ation of slot elements. In Figure 3.9 (a) a typical spiral-like slot element is illustrated, and in
Figure 3.9 (b) V-slot elements are shown. Both of the approaches are theoretically capable of
providing between 15 and 20 % of the bandwidth (at a VSWR of less than 2), and about 8 %
for an axial ratio better than 3 dB.

Figure 3.9 (a) Spiral slot antenna prototype for circular polarisation and (b) V-slot antenna prototype
for circular polarisation [15]

The S, of the V-slot antenna is shown in Figure 3.10. Its E-plane radiation pattern at 60 GHz
for left-hand circular polarisation and right-hand circular polarisation are shown in Figure 3.11.
From the result, it is found that the V-slot antenna is circularly polarised and its axial ratio can
be tuned by using different slot lengths in the V shape.

3.2.2 Tapered Slot Antennas

Typically these antennas (Figure 3.12) are printed on a thin dielectric substrate and with their
axial length being 3 to 12A,. Correctly designed, these tapered slots provide good electrical
performance, including a gain of 10-17 dB, relatively low sidelobes, a circular symmetric
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Figure 3.11 E-plane radiation pattern gain display of the V-shape slot antenna at 60 GHz when ¢ = 0°
for both left-hand circular polarisation (LHCP) and right-hand circular polarisation (RHCP)

main beam and practically constant impedance over a broad frequency band [16]. Achieving
circular polarisation or dual polarisation, however, is a problem that is not easily solved. These
antennas have been studied, in particular for array applications [16, 17]. Since tapered slot
antennas are endfire devices, their directivity gain is primarily determined by their axial length
when their cross-section width is small. Their main radiation direction is along the axis of the
taper. Hence, when used as array elements, they can be packed closely together. Although this
will reduce their directivity, their port-to-port isolation tends to remain fairly high. Since, in
addition, these antennas are amenable to integration of monolithic solid-state devices, such
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as Schottky diodes or superconductor—insulator—superconductor (SIS) mixers, and their depth
dimension provides ample room for integrated circuits, they are well suited for the design
of feed arrays for high- resolution millimetre wave imaging systems and multibeam satellite
communication systems [16]. Other applications include scanned arrays for tracking systems
and integrated arrays for quasi-optical power combining [17].

Figure 3.12 Printed tapered slot antennas: (left) antenna with constant width section, (middle) linear
taper and (right) Vivaldi antenna (exponential taper). (Reproduced by permission of © 1992 IEEE [18])

3.3 Quasi-Yagi Antennas

This section introduces a quasi-Yagi antenna with a truncated microstrip ground plane as a
reflecting element, thus eliminating the need for a reflector dipole. It is a very compact design
(< 0.51 x 0.5), for the entire substrate) compatible with any microstrip-based monolithic
microwave integrated circuit (MMIC). The quasi-Yagi antenna has several advantages over
traditional wire antennas radiating in free space. First, the presence of the substrate provides
mechanical support for the antenna and planar transmission line compatibility. Wire-type anten-
nas in free space are naturally fragile at high frequencies and difficult to feed. Second, use of
a high-permittivity substrate means that the antenna will be extremely compact in terms of
free space wavelengths. A centre-to-centre array spacing of a half-wavelength can be made
with this antenna, which corresponds to a free space wavelength at the centre frequency of the
antenna. Tighter spacing between elements may be achieved at the cost of increased mutual
coupling. In this section, the design and performance of a broadband quasi-Yagi antenna will
be presented.

Figure 3.13 shows the layout of the uniplanar quasi-Yagi antenna. The antenna can be fab-
ricated on a single dielectric substrate with metallisation on both sides. The top metallisation
consists of a microstrip feed, a broadband microstrip-to-coplanar stripline (CPS) balun, previ-
ously reported in Reference [20], and two dipole elements, one of which is the driver element
fed by the coplanar stripline, and the second is the parasitic director. The metallisation on the
bottom plane is a truncated microstrip ground, which serves as the reflector element for the
antenna. The parasitic director element on the top plane simultaneously directs the antenna
propagation towards the endfire direction and acts as an impedance-matching parasitic element.

One of the most unique and effective features of this antenna is the use of the truncated
ground plane as an ideal reflector, which is completely cut off in the grounded dielectric slab
region. The driven printed dipole is used to generate a surface wave with very little undesired
content [21], which can contribute to cross polarisation. The dipole elements of the quasi-Yagi
antenna are strongly coupled by the surface wave, which has the same polarisation and direction
as the dipole radiation fields.
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Figure 3.13 Schematic of the quasi-Yagi antenna. (Reproduced by permission of © 2000 IEEE [19])

The antenna has a broad bandwidth (measured 48 % for a VSWR of 2), good radiation profile
(front-to-back ratio of 12 dB, cross polarisation of 12 dB) and moderate gain (3—5 dBi) [20]. It
should be noted that the pattern is maintained across the entire matched bandwidth.

As with the conventional Yagi—Uda antenna, the design requires careful optimisation of the
driver, director and reflector parameters, which include element spacing, length and width.
While it may seem counter-intuitive that a broadband antenna will require careful optimisa-
tion, this is essential if desirable radiation characteristics are to be maintained across the entire
operating bandwidth. Therefore, the bandwidth is defined not only in terms of its matched
characteristics but also in terms of radiation characteristics such as cross polarisation, front-
to-back ratio and relatively flat gain. It is also found that the choice of substrate is critical for
the performance of the antenna. The design requires a high-permittivity design with moderate
thickness. This is because the fundamental operation of the antenna relies on surface wave
effects, which are strongly dependent on the chosen substrate. For a dielectric with a permit-
tivity of 10.2, a thickness of 0.635 mm can be a good option for millimetre wave operation.
When scaling the antenna to other frequency bands, the thickness of the antenna must also be
scaled accordingly.

3.4 Bow-Tie Antennas

The bow-tie antenna is another name for a fan dipole antenna, as shown in Figure 3.14. By
using triangular elements instead of rectangular, the bandwidth is wider than the patch antenna
and can cover the whole 60 GHz ISM band. The bandwidth of these antennas depends on the
length of their arms. The centre angle and the length of the bow-tie arms specify the lower
frequency [22].
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Figure 3.14 Coplanar waveguide feed bow-tie antenna

Bow-tie antennas can be fed by coplanar waveguides, which has advantages such as ease of
connection to the surface when mounting active components [23]. Because of the popularity
of the coplanar waveguide line for integration with active devices [24, 25], this transmission
line has been selected for the feed line of the bow-tie antenna.

The modified printed bow-tie antenna presented exhibits a wide bandwidth (BW).
The antenna consists of two identical printed bows, one on the top and one on the bottom
of the substrate material. The top and bottom bows are connected to the microstrip feedline
and the ground plane through a transition substrate, to match the bow-tie with the 50 () feedline,
as illustrated in Figure 3.15.

Top laver

Subsirate

Bottont layer

_ Ground plane

Figure 3.15 Bow-tie antenna geometry on a dielectric substrate. (Reproduced by permission of © 2005
IEEE [26])
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3.5 Reflector Antennas

A periodic array of patches, printed on a dielectric substrate with a ground plane can be used
as a planar reflector as shown in Figure 3.16. With a plane wave incident on the broadside, the
power is reflected completely. The phase angle is determined by the patch length and patch
width [27]. The reflection behaviour of this arrangement can be calculated using a spectral-
domain method [28]. The phase angle varies over nearly 360°; thus, such elements can be used
as reflection phase shifters. The phase angles calculated from a periodic structure can even be
used for the design of reflecting elements in planar reflector antennas, as with the patches on
a periodic grid, but with varying dimensions [29].

Figure 3.16 A periodic array of patches. (Reproduced by permission of © 2002 IEEE [27])

It should be noted that the phase angle of a reflection can be tuned by the sizes of the
patches themselves, these mostly being far from resonance. Consequently, the reflect arrays
exhibit quite low losses compared to a half-wavelength patch array, though with additional
transmission lines for phase adjustment [30]. By making use of an independent choice of
lengths and widths of the printed patches, different properties for the two polarisations can
be realized, i.e. dual-function or dual-frequency antennas [29, 31]. The focusing array can be
modified to include a polarisation twisting of the electromagnetic field, which, together with
a printed polarising grid or a slot array, leads to a folded reflector antenna [32, 33].

In Figure 3.16, the patches are arranged on a quadratic grid. As a result, the reflection phase
angle for the orthogonal polarisation can be read by simply swapping the length and width of a
patch. The phase angle for an E-field parallel to the longer axis / of the element is approximately
70°, and the reflection phase angle is about —110° for the orthogonal polarisation, i.e. a phase
difference of 180° between the two polarisations.
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Figure 3.17 Basic principle of the folded reflector antenna and its top view. (Reproduced by permission
of © 2002 IEEE [27])

The configuration of a printed folded reflector antenna is shown in Figure 3.17. The antenna
consists of a feed, a planar polarisation filter and a printed reflect array. The feed can be
either a cylindrical horn or a planar feeding line. The polarisation filter may be a grid or a
resonant slot array, printed on a dielectric substrate and acting, at the same time, as a radome.
The polarisation filter can reflect one selected polarisation and be transparent for the other
polarisation.

The radiation from the feed is polarised so that it is reflected by a printed grid or slot array
at the front of the antenna. Then the wave will be incident on the reflect array of printed
patches. The patch axes of this array are tilted by /4 with respect to the incident electric
field. The electric field vector can be decomposed into the two components parallel to the
two patch axes (Figure 3.18) and consequently, the reflection properties can be determined

Figure 3.18 Vector decomposition of the incident and reflected electric fields for 7 of the reflection
phase angle difference in v [27]
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separately. The dimensions of the patches are selected in such a way that a phase difference
of  occurs between the phase angles of these two reflected components. Superposition of the
resultant field components then leads to a twisting of the polarisation by 7/2 (Figure 3.18). The
necessary  phase angle difference between the two field components of the reflected wave,
can be achieved for a large number of combinations of length and width of the patches, if they
differ by their absolute reflection phase angle. This degree of freedom is now used to adjust the
required phase angles to transform the incident spherical wave into an outgoing plane wave.
In order to reduce the size of the folded reflector antenna, the effective focal length is kept
short, generally resulting in poor scanning performance. But, as is known from the design
of lens or reflector antennas, bifocal antennas for wide-angle scanning are possible. In such
antennas, the single focal point is replaced by a focal ring [34, 35]. This requires, however, an
additional degree of freedom in the design — selecting specific shapes for both surfaces of a
lens [34], or both reflectors of a double reflector configuration [35]. As has been demonstrated
in Reference [36], a printed grid can be used as the ground plane of a reflect array, and in
combination with narrow dipoles as reflecting elements, this reflect array is nearly transparent
for a wave in the orthogonal polarisation. This structure can therefore be used as a second
reflector in a folded reflector antenna, replacing the polarising grid (Figure 3.19, top layer).
Thus, it is appropriate to apply the principle of a bifocal antenna to a folded reflector antenna.

Polansmg grid

Reflecting dipoles

Planar reflector

Waveguide feed

Figure 3.19 Cross-section of a dual-feed bifocal folded reflector antenna [27]

Similar to ray-tracing geometric optics [37, 38], the principle of a bifocal folded reflector
antenna has the following features and assumptions:

e Higher-order effects such as diffraction or surface waves are not considered.
e There is no amplitude taper from the feed structure.
e Sidelobe suppression can be achieved at wide angles.

For the design of a conventional reflect array in Figure 3.17, the reflection phase angle
is required at the point of incidence of a ray. In the case of a bifocal antenna, however,
the relation between reflector properties of the reflect array and angles of incident/reflected
rays should be re-evaluated. This can be explained by Figure 3.20. Two parallel rays with
a small separation §r are incident on a planar structure at an angle ©,. They are reflected
by the array structure and encounter a delay described by electrical lengths @, and &,, and
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Figure 3.20 Principle of determining the relations between angles of incidence and reflection, and
planar reflector properties: (a) ray 1 and (b) ray 2. (Reproduced by permission of © 2002 European
Microwave Association (EuMA) [39])

leave the structure (approximately parallel) at an angle @,. This requires the same path lengths
for both rays. So that:

Sr - sin @2 + \Pl = dr - sin 91 + \Irz (38)
With 67 — 0, this results in:
¥ . .
5 = sin ®, — sin O, 3.9)
P

Equation (3.9) can be used with a ray tracing procedure based on the defined feed position,
beam angle and the symmetry of the antenna. The reflection phase angles for the two reflectors
are then transferred into the respective patch dimensions. The front reflector is realised as a
double-layer structure to improve stability; at the same time, the front substrate works as a
radome (Figure 3.19, upper layer).

The lower substrate is a reflecting array which causes a twisting action. In a receiver, when
a received signal goes through the top substrate, the ray is incident on the lower reflector.
Following the law of reflection, the wave is reflected at the bottom substrate at the same angle
while the wave polarisation is twisted by /2. On the upper substrate, the received ray has
to be reflected again to the feed point. From the known angles of incidence and reflection,
the reflector properties (§&/5r) can be computed at the reflection point using Equation (3.9).
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Due to the symmetric structure, these properties must be the same on the opposite side of
the antenna. In a transmitter, the reflection of a transmitting ray starting at the feed point can
be traced up and down between the reflectors. Knowing the angle of incidence and the angle
of the outgoing ray, the properties of the lower reflector can be determined at this point and,
consequently, at the symmetric point. The whole procedure is continued until the edge of one
of the reflectors is reached. A second set of data can be derived in the same way starting with
aray from the feed point to the centre of the upper reflector.

When several feeds are used, the centre feed opening can be designed to sit in the reflector
plane, with the other ones protruding out of this plane for the best performance. Figure 3.21
shows E- and H-plane radiation characteristics at 76.5 GHz for the central beam (top) as well as
the E-plane beams for the seven feeds (bottom). All beams are normalised to the power level of
0 dB. Beamwidths are between 3° and 3.3°, the scanning range is =13.5° and the sidelobe level
is better than —18 dB. The pattern is similar over a bandwidth of at least 76.5 &= 1 GHz [39].
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Figure 3.21 E- and H-plane radiation diagrams of central beam (top) and E-plane diagram for the
seven feeds (bottom) of an antenna with 90 mm diameter and 413.5° scanning range. (Reproduced by
permission of © 2002 European Microwave Association (EuMA) [39])



REFLECTOR ANTENNAS 83

This antenna could be applied to smart antennas in two different ways. The first one
resembles the conventional principle: a switching network may connect either of the feeds
to a single radar front end. Low-loss microelectromechanical system (MEMS) switches could
be applied to this network [39]. The other approach consists of connecting separate receivers
to each feed to allow a parallel processing of all channels. The transmitter then must illumin-
ate the complete detection range, which typically is done using a separate transmit antenna
[40, 41].

Multifrequency systems can be constructed using planar technology. For example, both
GSM (global system for mobile communications) [42] and 60 GHz antennas can be combined
in one antenna structure. GSM works in the lower GHz range (i.e. 0.9 GHz, 1.8 GHz), while tie
lines to the base stations are often realized in the millimetre wave range. This section presents a
possible combination of antennas for the 900 MHz and the 60 GHz range in a common aperture.
This makes it possible to have a very compact realisation of dual frequency systems. It can be
applied to a small base station mounted on a wall of a building in a densely populated urban
scenario. A reduced elevation beamwidth of the 900 MHz antenna can easily be achieved by
placing further antenna elements (without integrating it with a millimetre wave antenna) below
or above the antenna configuration described here.

A 60 GHz antenna can be implemented together with a 900 MHz one. The 900 MHz antenna
is designed as a microstrip patch antenna over a simple metal box, while the millimetre wave
antenna is integrated with this lower frequency antenna in the form of a folded reflector antenna
[44, 45]. The configuration of this antenna is shown in Figure 3.22, together with a typical
“ray”’ of the high-gain 60 GHz antenna.

900 MHz 900 MHz patch 60 GHz
feed line with grid <N

60 GHz feed

Figure 3.22 Setup of the dual frequency antenna [43]

The 900 MHz patch is designed on an inverted substrate. The substrate also works as a
radome. The substrate is placed on top of a resonator box with air as the dielectric. When
the current on the patch is concentrated mostly at the edges, a grid structure can easily be
incorporated into the patch metallisation, acting as a polarising grid for the millimetre wave
antenna. The electric field of the feed radiation is polarised and then reflected by the printed
grid integrated into the low-frequency patch. Following this, the wave is incident on the lower
substrate which has an array of printed dipoles (Figure 3.17, top right). The dipoles are tilted
by 45° with respect to the incident electric field. The field can be decomposed into components
parallel to the axes of the dipoles. The geometrical dimensions of the dipoles are designed in
such a way that, a phase difference of 180° occurs between the two components of the reflected
wave; leading to a twisting of the polarisation of the reflected wave by 90°. This type of
twisting performance can be achieved by having a large number of combinations of length and
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width dipoles, which differ only by the absolute reflection phase angle. This overall phase
shift is adjusted according to the focusing requirements. The original concept of this antenna
is based on periodic structures using spectral domain calculations.

Such multiband antennas cover the mobile communication frequency band around 900 MHz
and the communication band at 60 GHz, together with the ISM band around 61 GHz. The
900 MHz antenna is based on a resonator-backed microstrip patch antenna, while the millimetre
wave antenna consists of a folded reflector antenna with a polarising grid integrated into
the antenna patch; and a twisting and focusing planar reflector placed on the bottom of the
900 MHz antenna box. This configuration could be an antenna solution for GSM and 60 GHz
access points.

3.6 Millimetre Wave Design Considerations

In millimetre waves, the thickness of the dielectric between the patch or patch stack and the
ground plane has a strong influence on the bandwidth of the antenna [46] and, consistently,
the simulations and measurements show a wider impedance bandwidth for the circular single-
element (Figure 3.3 (a)) than the stacked two-element patch antenna (Figure 3.7 (¢)) [47].

The diameter of the patch can be designed to be 890 wm with the silver paste spreading
causing an extra 60 wm in patch diameter. This explains why the observed centre frequency
spots are sometimes detuned below 60 GHz. The 25-pum-shifted feed point position corrects,
to some degree, the effect of the increased realised patch size.

The spreading of the silver paste during the firing stage of the low-temperature co-fired
ceramics (LTCC) (see Chapter 9) [48] processing, has occurred quite often with the Ferro
A6-S materials [49]. It is difficult to predict how much the spreading will be compensated by
the layout design in each case. However, research work shows that gold paste of the Ferro
A6-S system does not practically spread at all, and hence it is the preferred choice for these
types of applications.

The transition can be designed using a coupling slot with the coplanar waveguide line, as
shown in Figure 3.23. In general, a slot transition cannot be used if wideband functioning is
desired, but in this particular case this is not regarded as a problem. The design of the slot
transition is quite simple. The width of the slot is selected so that its realisation in the LTCC
process is feasible. For this implementation 150 pum is considered reasonable. The length of the
slot from end to end is close to the corresponding electrical half-wavelength in the dielectric
medium used, which is about 1.0 mm in this case. Both the coplanar waveguide and SL continue
slightly over the slot region, and hence form two stubs in the transition. The exact dimensions
of the slot and the stubs can be calculated using a simulator, to give the desired trade-off
between adequate return loss and band width. For this transition, the simulated return loss is
about —39 dB and the insertion loss is close to —0.62 dB at 60 GHz. The impedance matching
bandwidth for the return loss of at least —15 dB is in the range of 54-66 GHz.

The minimum insertion loss for a single transition seems to be 1.1 dB, though the S;; and
S,, may have different frequency responses if there is a variation in the physical dimensions
compared to the realised conductor patterns; which will cause some asymmetry [50]. Des-
pite the deteriorated performance caused by the dimensional tolerances, the functioning of
the transition can be regarded as adequate to achieve the aimed for antenna radiation gain
measurements.
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Figure 3.23 Coplanar waveguide-to-stripline transition

3.7 Production and Manufacture

Millimetre wave production allows small tolerances and low loss. This section introduces
several manufacturing technologies that are suitable for millimetre wave antenna production
in terms of reducing loss and increasing printing accuracy.

3.7.1 Fine Line Printing

The fine line technique is based on print-and-etch techniques, using a standard dry film etch-
resist [51]. This allows large areas of very fine printed circuit boards (PCBs) to be manufactured
on a range of laminates with higher reliability and at a lower cost than alternative techniques.
Tracks and gaps can be fabricated on various laminates, including standard FR4, FR5 and Flex
[52] as well as soft boards (e.g. Teflon™) and ceramic substrates.

The fine line technique has particular application to higher-density microelectronic pack-
aging for portable mobile electronics, particularly for telecoms applications, where func-
tionality is at a premium. Among the key areas where this interconnect technology will
help is in “flip chip” assembly, which is key for many applications where high-speed
signal performance and packaging are demanded. This is important in mobile telecom
systems.

The new technology allows 25 wm tracks and gaps to be produced reliably and at a lower
cost than current techniques do. It extends printing circuit technology into the millimetre wave
range and addresses the needs of a wide range of microelectronic applications, from laptops
to medical instruments.

The move towards very small devices such as chip scale packages and flip chip assemblies
is constrained by the density limitations of conventional PCB technology. In most imaging
processes used in PCB technology, it is difficult to go below a 100 um resolution. One of the
alternatives to conventional imaging is the new technology of laser structuring. It creates a
structure in resist (tin or organic coating) by direct laser ablation. After ablating the resist,
the structure is etched and the remaining resist is stripped. The direct patterning of tin and
organic coatings has been studied to create masks for the etching process. The target has been
to achieve lines/spaces below 125 pum [53].
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3.7.2 Thick Film

Millimetre wave circuitry requires high-resolution etching technology, and its functional dens-
ity is increasing. It is common to use ceramic materials, which include thick-film conductors
on aluminates and circuits using Green Tape™ low-temperature co-fired ceramics [48]. Con-
ductor patterning techniques include conventional screen printing, Fodel® photoimaging and
etching processes. Thin-film depositions have also been considered since this has been the
most viable technology from which to fabricate millimetre wave circuits [51].

It is important to note that the fabrication of millimetre wave circuits requires close col-
laboration with the designer, from circuit layout to final productions, because of the special
geometries required for: transmit and receive lines, for waveguides, to limit reflection and
propagation losses, as well as for the construction of specific components, such as antennas,
couplers and dividers.

Since the mid-1990s, more opportunities have arisen for the use of ceramic circuitries in
high-frequency modules; with more information available on their performance in the milli-
metre wave range and new materials on offer, including LTCC and FODEL® photodefinable
conductors [54].

3.7.3 Thin Film

Thin-film technology has been the traditional method used to manufacture microwave circuitry
for many years. With outstanding line resolution, excellent conductor edge definition, combined
with superb ceramic substrate properties at high frequency and stable thermal behaviour; which
are all ideal attributes of circuitry for use in portable devices. However, this approach has
disadvantages in terms of cost. Complex modules are often assembled in a special hermetic
housing using a patchwork arrangement of certain substrates. The major reason used to divide
the circuit into subcircuits is related to the yield figures obtained on large substrates. Positioning
accuracy of these substrates is crucial to avoid gaps and related impedance changes. The
housing itself needs to have expensive hermetic RF interconnections. Multilayer substrates
based on LTCC [48] offer a variety of options for microwave designs. DC connections and
digital control functions can be implemented in separate layers, chip tailored cavities can be
used to improve the return loss of the signal interconnections, various transmission line types
as well as waveguides are available; and the hermetic substrate itself can be used as part of
the package with integrated feedthroughs. Embedded resistors and capacitors are additional
features which will further shrink the size of designs. However, fine line printing resolution and
associated tolerances may well be the restricting factors in minimizing design size. Although
lines and spaces down to 50 wm are achievable, this is not sufficient for certain elements like
edge coupled filters, couplers, etc.

A recent approach, FINEBRID, combining the advantages of both technologies, was
developed and evaluated within a funded program [51]. Thin-film structures were applied
on fired LTCC substrates without special surface treatment. This process allows a combination
of printed thick-film and thin-film structures on the surface. Hence, the combined technology
offers improved technology features such as smaller lines and spaces. Thin-film features can
be reduced to the necessary areas, and special thick-film materials for hermetic sealing can be
applied, thus providing options to reduce cost, size and weight.
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3.7.4 System-on-Chip

Increasing demand for low-cost, broadband, high-speed and small wireless communication
devices, especially in the millimetre wave frequency range, has turned the SoC (system-on-
chip) solution into an important technique to satisfy these demands [55]. One of the most
important problems in the performance of on-chip antennas in the millimetre wave range is
substrate losses. By using micromachining techniques [56], it is possible to remove unwanted
regions of the substrate and thus reduce substrate losses.

In the example of silicon technology, (100) silicon substrates with a thickness of 550 wm
are typically used for the realisation of on-chip antennas [56]. The fabrication of devices
requires two steps of back- and front-side processing. The back-side etching is performed in
a KOH (potassium hydroxide) solution of a concentration of 8 moles, and at a temperature of
52-58°C. During this step, silicon is removed through the openings in the masking layer
for a period of 25-30 hours. Since the etching step is rather extended, it is important that the
masking layer can withstand long exposures to etching chemicals. Thus it can be seen that there
are a number of fabrication technologies available. Each has its advantages and drawbacks.
However, the final application will determine the choice of process.
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4

Horn Antennas

Attention is now turned to three-dimensional structures; and the basic features of three-
dimensional waveguide launchers and their applicability to millimetre wave systems. An
outline of the work presented in this chapter is as follows. In Section 4.1, waveguide modes
in smooth walled horns are reviewed and circular cross section multimode horn designs are
discussed in Section 4.2. The careful control of waveguide modes is shown to be essential
in maintaining both the aperture distribution in the horn and also its polarization response.
A brief mention of corrugated horns then follows. Then, quasi-integrated horn designs are
presented in Section 4.3 and the corresponding radiation patterns are shown. Cylindrical horns
are presented in Section 4.4 along with a description of the design procedure. Subsequently,
in Sections 4.5 and 4.6, two novel configurations, the tilt horn and the dielectric sectoral horn,
for millimetre wave design are discussed.

4.1 Waveguide Modes

First of all, it is useful to review smooth walled waveguide modes before moving on to antenna
design. Figure 4.1 shows three types of smooth walled rectangular horns with a rectangular
waveguide feed.

—_
H

(a) (b) (¢)

Figure 4.1 (a) E-plane, (b) H-plane and (c) pyramidal horns

The dominant propagation mode for a rectangular waveguide is the TE;, mode, which has
the lowest cut-off frequency. Also, it is dependent only on the length of the longest side of the
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waveguide. If multiple modes can propagate simultaneously without proper control, this may
cause unexpected amounts of dispersion, distortion and variable operation.

In Figure 4.2, the cut-off frequency for TE, can be expressed as fi, = ¢/2a. For a higher
mode, f,y = c¢/a and fo, = ¢/2b. If b < a/2, fy is larger than f5. If a/2 < b < a, fy is
smaller than f5. In order to achieve the widest possible usable bandwidth for the TE,, mode, the
guide dimensions must satisfy b < a/2, so that the bandwidth is the interval between f. and 2 f,.

A

Figure 4.2 TE,, mode electric field over a waveguide aperture

The gain of the horn antenna can be expressed as:

U ax 4

G =dn =e¢—AB
)\'2

rad

where:

Ux 18 the maximum intensity

P4 is the total power transmitted through the aperture

e is aperture efficiency

AB is the area of the horn aperture as shown in Figure 4.2

Figure 4.3 A circular waveguide of radius a

In a circular waveguide, there are a number of solutions to the wave equation that satisfy the
boundary conditions. These solutions are based on Bessel functions determined by the radius
of the waveguide and the frequency and wavelength in the guide. For a given frequency, the
modes that can be supported are determined by the waveguide radius.

Circular waveguides offer manufacturing advantages over rectangular waveguides in that
production is much simpler because only one dimension — the radius — needs to be con-
sidered. Calculation for a circular waveguide requires the application of Bessel functions. Basic
formulas of the modes that can be supported in a circular waveguide are listed in Table 4.1 [1].
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Table 4.1 Formulas of circular waveguide modes

Variable TE Modes (see Note 1) TM Modes (see Note 2)
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Note 1. The values of p;  for TE Modes can be shown in the following table:
noopy P Pus
0 3.832 7.016 10.174
1 1.841 5.331 8.536
2 3.054 6.706 9.970
Note 2. The values of p,,, for TM Modes can be shown in the following table:
n Pni Pn2 Pn3
0 2405 5520 8.654
1 3.832 7.016 10.174
2 5.135 8417 11.620

The dominant mode of a circular waveguide is the TE;; mode, which has the lowest cut-off
frequency, and is the one normally used. The ratio of the cut-off frequency between the higher
modes and the TE,; mode is drawn in Figure 4.4. A sketch of the field lines in the transverse
plane for this mode is shown in Figure 4.5.

TE,, TEz TEq
. b,
0 | T ZT JlJATEw)
Tl\/l()] TM]I

Figure 4.4 The cut-off frequency ratio of the first few TE and TM modes to the dominant mode (TE;)
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Figure 4.5 Field lines for the TE;; mode in circular waveguide

4.2 Multimode Horn Antennas

Circular aperture horns have been used as feed for many years in microwave antenna systems.
The use of multimodes in a circular horn can result in sidelobe suppression in both the E- and
H-planes, along with the additional benefit of beamwidth equalisation. It is the launching of
several modes and the control of the aperture field that enables the device to deliver high
performance, and the ability to balance the generated modes gives the designer a certain
amount of freedom to optimise the aperture distribution. The structure of a multimode circular
horn is simple and economical to fabricate, and contributes to low VSWR and can minimise
dissipation loss. Therefore, the multimode circular horn with a circularly symmetric pattern, is
anear-ideal feed for a low-noise Cassegrain, high-aperture efficiency, antenna in the millimetre
wave and submillimetre wave bands.
This multimode horn has the following features:

—_—

. An aperture distribution may be synthesised to realise an optimum radiation pattern.

2. Linear combinations of the radiation pattern functions result in low sidelobes and higher
secondary gain, when used to illuminate a reflector antenna.

3. Performance is derived theoretically to match the aperture distribution of the horn to the

required illumination function of the reflector aperture. This is in turn derived from

the specified radiation performance of the antenna system.

The basic structure of the multimode horn contains elements within the throat of the horn,
that allow or stimulate mode conversion as the wave propagates towards the aperture. These
elements may be step or discrete discontinuities or indeed corrugations to maintain a given
hybrid mode structure. The multimode circular horn can be realised in a number of forms,
including single-flare-angle change, double-flare-angle change or step-discontinuity. Figure 4.6
shows a configuration of the double-flare angle change horn. The desired higher-order modes
are generated at the flare-angle discontinuity.

The TE,, and TM,, modes may propagate in the oversized circular waveguide, because
the diameter of the circular waveguide may be sufficiently large relative to the guide
wavelength. If this diameter changes, then the boundary conditions need to be maintained and
consequently, a different set of modes can be generated in the guide. If a basic TE;; mode is
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Phase shift

section

Figure 4.6 Multimode circular horn configuration

incident at a flare-angle discontinuity, the first-order forward modes are the TM;; and TE,,
modes, and the second-order modes fitting the requirement to match the curved phase front of
the TE;; mode are the TE,; and TM, modes. The power conversion coefficients and phase of
propagating modes, excited by a symmetric flare-angle change in the circular waveguide can be
accurately computed by a modal analysis of the discontinuity [2] (in effect seeking to establish
which set of modes summed together will satisfy the boundary conditions). The differential
phase shift between the dominant mode TE,;, and higher-order modes TE,,, TE3, TM;, and
TM,, at the aperture of the horn may be adjusted to a certain degree by adjusting the length
of the phase-shift section of the circular horn. This can have uses in constructing particular
aperture distributions for special applications such as shaped-beam reflector antennas.

Mode generation can be a switched feature in certain cases where mechanical or electronic
features in the throat of the horn convert modes or not, as required. An example utilizing
TE,,—TM,, (see Figure 4.7) mode-switched feeds is demonstrated below. Its use as a tracking
method will be introduced in Chapter 8. In general, attention should be concentrated on the
phase-shift section of the flare-angle change horn. If the phase-shift section is considered

TE21 (}vcul—off:1 22461) TMUI (/10111 off:] 64061)

Figure 4.7 Field distribution for TE,; and TM,; modes. Source: Baden Fuller, A. J. Microwaves: an
introduction to microwave theory and techniques: 2nd Ed. Oxford; New York: Pergamon, 1979
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carefully, the TE and TM modes at the aperture of the multimode horn can be designed to
match a specific aperture distribution.

A mode conversion cavity, shown in Figure 4.8, can be designed to provide mode conversion.
The device comprises a length of circular waveguide which is coupled to individual mode
converters, e.g. frequency-tuned cavities [3], for the selected modes. In effect, the slot in the
main waveguide imposes the boundary conditions which only the desired modal field pattern
satisfies. Energy from this mode is coupled into the cavity and reflected back into the main
waveguide by the end wall. Each individual mode converter contains a PIN diode. When the
diode is not conducting the converter has little or no effect on the modal structure within the
main waveguide (it is matched). The energy is in effect returned to the main guide in the same
state as it was coupled out. When the converter is active, and the PIN diode conducting the slot
and cavity are unmatched (the cavity end wall is in effect moved) and the mode is generated.

Mode
filter b

Diode

filter

Mode
filter a

Figure 4.8 A perspective view of an example of a mode conversion module suitable for obtaining
complete tracking information with cross-polar compensation from the TMy; and TE,; (V-polarised)
higher-order modes with circularly polarised signals [3]

In many applications it is desirable to use the converters in pairs, i.e. two converters posi-
tioned diametrically opposite one another on the waveguide. In the example here a pair of
TM,,; generators are axially spaced and perpendicular to a pair of TE,; (H-polarised) generat-
ors. This arrangement converts received signals in only one plane of polarisation. Two planes of
polarisation can be converted by providing four TM,, generators and four TE,, (H-polarised)
generators.

The ability to generate and control these modes enables the aperture distribution of the
horn to be switched. For the higher order modes discussed here, careful control of the phase
and amplitude of the higher order modes relative to the fundamental mode can create a horn
aperture distribution which has a phase tilt. Combining this horn aperture distribution with a
reflector antenna enables the antenna beam to be directed. Alternatively if the mode generators
are replaced by higher order mode couplers (devices which couple the energy contained in the
higher order mode) a receiving antenna may be constructed which uses the relative phase and
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amplitude (with respect to the fundamental) of the higher order modes to detect the direction
of arrival of the source signal. This is the basis of higher order mode monopulse tracking.

In such feeds, it is essential to employ a mode filter in a portion of waveguide that supports
only the fundamental, as shown in Figure 4.8, between the mode conversion module and the
receiver. In practice the conversion is not 100 % efficient and unconverted energy must be
prevented from propagating down the waveguide in the reverse direction. A mode rejection
filter provides this function.

In [3] in order to achieve the desired performance, it is important to maintain correct phase
relationships at the launch aperture (i.e. at the end of the feed). The relationship is such that
the higher-order mode is in phase quadrature with the fundamental (and mode converters
are located so as to produce this relationship). Ideally, the amplitude is not affected by the
interaction but the phase is tilted.

In a tracking feed horn, the diodes of the auxiliary waveguides are controlled so that each
mode converter is rendered operative in turn while the others are inoperative, the converted
fundamental mode created by the operative mode converter combines with the existing fun-
damental mode to produce a beam shift in an antenna system. The single frequency filtered
output from the feed is then connected to a tracking receiver so that the amplitude of the signal
as the beam is deflected can be used to calculate the pointing direction for the antenna.

For two axis beam deflection TE,, (vertically-polarised) TM,, operate sequentially,
producing alternate shifts of the beam vertically and sideways. The vertically shifted
beam will provide vertical/elevation plane tracking information, and the horizontally shif-
ted beam will provide horizontal/azimuth plane tracking information. Figure 4.9 illustrates
how the radiation patterns of the TE,, and TM,; modes combine to form the radiation pattern
of the shifted beam in each case.

Figure 4.10 shows an alternative design for the mode converter of Figure 4.8. In this
case there is only a single TM,; mode converting auxiliary waveguide, and an additional
identical TE,; mode converter is coupled longitudinally to the first central waveguide section
diametrically opposite the other auxiliary waveguide. Operation of the TM,; mode con-
verter simultaneously with each of the TE,; mode converter alternately will produce alternate

Sum of
TEa) ™y, TE,, and T,
Condition 1 T T T
} } ¢
TE,, TMy, Sum of
TE,, and TMy,
Condition 2 I > <

Figure 4.9 Electric field pattern diagrams illustrating how the higher-order modes in the module of
Figure 4.8 combine to produce the cross-polar compensated tracking information
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Figure 4.10 Alternative design for mode conversion module [3]

TE,, TMy, Sum of
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Figure 4.11 Electric field pattern diagrams illustrating how the higher-order modes in the module of
Figure 4.10 combine to produce the cross-polar compensated tracking information

beam shifts, giving vertical/elevation plane tracking information and horizontal/azimuth plane
tracking information. The electric field pattern diagrams can be seen in Figure 4.11.

4.3 Integrated Horn

The integrated horn antenna array was first developed in 1990 [4]. It consists of a dipole
antennas suspended on a dielectric membrane inside a pyramidal cavity etched in silicon.
It can also work with different planar antennas such as patches, as shown in Figure 4.12.

The power received by the horns excites the patch antenna. The dipole antenna, detectors and
electronic circuitry are all integrated on the same side of the silicon wafer. The horn antennas
generate excellent radiation patterns with directivities of between 10 and 13 dB. The aperture
efficiency includes the intrinsic aperture loss due to the non-uniform field distribution at the
aperture of the horn, the cross polarisation loss and the mismatch loss. The integrated horn
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Horn

Patch

Membrane

Figure 4.12 An integrated horn antenna array with a single polarisation

together with the planar antenna is an efficient antenna at millimetre wave frequencies, and
could be seriously considered for application in gigabit wireless communications.

A dual-polarised antenna consists of a patch with two feeds perpendicular to each other,
suspended on the same membrane inside the horn cavity (Figure 4.13) The feeds are coupled
to an orthogonal set of patch modes and therefore are effectively isolated from each other.

Horn

Patch

Membrane
Feed

Figure 4.13 Dual-polarised patch-fed horn antenna

Conventional mechanically machined horn antennas integrated with waveguide cavities
have been the standard at microwave and millimetre wave frequencies since they were first
implemented during World War II. Very high antenna gain and essentially ideal (100 %) antenna
aperture efficiency can be achieved using these structures. However, they are expensive, bulky
and very difficult to incorporate into arrays. In order to overcome these issues, new devel-
opments using micromachining to fabricate the horn antenna structures have been developed
[5]. In these structures, the active elements and their planar antennas are fabricated on a
free-standing thin SiN membrane, which is suspended over a silicon pyramidal horn that is
formed by anisotropic etching, or micromachining. The side walls of this micromachined
structure can then be coated with gold to form a horn antenna. Compared to conventional
waveguide horn antennas, this novel micromachined structure has several major advantages
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and it is an easier method to fabricate fine three-dimensional structures from than by using
photolithography.

Using these methods, horn antennas with micrometre precision can be easily defined and
inexpensively mass produced. They are fabricated on Si or GaAs wafers, a process that is
compatible with thin-film technology. Thus, active millimetre wave and RF elements, such as
amplifiers, mixers and detectors, local oscillators and post-detection signal processors, can be
integrated monolithically with the antenna structures to form monolithic transmitter/receiver
systems. The whole assembly is lightweight and compact. The most attractive feature of the
integrated horns layer is that focal plane arrays can be fabricated easily on a single wafer. Such
systems potentially offer a significantly improved spatial resolution in remote sensing, and a
much greater antenna gain when implemented as arrays.

Micromachined horn antennas consist of a dipole antenna fabricated on a thin dielectric
membrane (e.g. Si;N,) inside a pyramidal cavity etched in silicon. The micromachined array
is made of a stack of silicon wafers. Arrays of additional horns can be made with a high
packing density and are relatively easy to implement using a milling machine with a split block
technique. The horn array can be made by using a stack of copper blocks with a gold-plated
surface. An example of the receiver is shown in Figure 4.14.

Additional horns
layer

Integrated horns
layer

Dipole array
layer

Figure 4.14 Schematic of an array structure including a micromachined and machined horn array, the
device wafer and the DC and IF connection board [5]

The integrated-circuit horn antenna has been studied using a full-wave analysis technique in
Reference [6]. The circuit consists of a dipole feed evaporated on a thin dielectric membrane
which is suspended in a pyramidal cavity etched in silicon or GaAs. Recently, this antenna has
been applied to several millimetre and submillimetre wave applications including a double-
polarised antenna design at the W-band [7]. However, the wide flare angle of the integrated-
circuit horn antenna limits its useful aperture size to 1.6 A and its gain to 13 dB. The flare angle
is dictated by the anisotropic etching involved in its fabrication. For example, crystallographic
constraints could limit the angle to 70° in silicon. To solve this problem, the quasi-integrated
horn antenna was introduced [8], this consists of a machined small flare angle pyramidal section
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Figure 4.15 General configuration of the quasi-integrated multimode horn antenna [12]

attached to the integrated portion (Figure 4.15). The resulting structure is a simple multimode
pyramidal horn with circularly symmetric patterns and low cross polarisation. This design
is particularly suitable for submillimetre quasi-optical receiver applications. The minimum
machined dimension involved in its geometry is around 1.5 X, which enables its fabrication to
frequencies of up to 2 THz.

A wide range of practical quasi-integrated horn antenna designs along with their radiation
characteristics will now be discussed. Since a very desirable property of antennas intended for
use in quasi-optical systems is the high Gaussian content of their radiated fields [9], the design
methodology utilises the optimisation of the quasi-integrated horn in order to achieve maximum
Gaussian coupling efficiency. The Gaussian coupling efficiency is particularly important in
quasi-optical receiver applications because it directly influences the total system performance,
with a significant effect on the receiver noise temperature [ 10]. The “Gaussian-beam’” approach
described here is aimed at the design of multimode horns with symmetric patterns and utilises
the aperture fields directly to determine the excitation level of each mode in a simple step,
instead of traditional methods using complex processing of the far-field radiation pattern [11].
Also, the large difference between the flare angles of the integrated and the machined parts of
the quasi-integrated horn antenna enables the treatment of these two portions independently,
resulting in a simple and efficient design approach.

The geometrical parameters for the 20 dB realisation were calculated to be (L = 16 mm =
3.2A, taper angle 6 = 24°). Similar design parameters have been reported in Reference [13].

Figure 4.16 shows the simulation result for the E-plane and H-plane and the 10 dB power
beamwidth. The indicated 10 dB beamwidth fluctuation corresponds to the variation of the
beamwidth in an azimuthal far-field cut. For this purpose the aperture radius of curvature of
the Gaussian beam (R ) was obtained from the expression:

R R
Ro = E"z‘ H
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Figure 4.16 The E- (-[J-) and H-plane (—B-) patterns of the 20 dB quasi-integrated horn

where Ry and Ry are the radii of curvature of the aperture field in the E-plane and H-plane
cuts respectively, and were obtained from a least-squares fit to the phase of the aperture field.
Also, the Gaussian-beam roll-off was calculated at the edges of the £5 % bandwidth using the
Gaussian-beam parameters, which were calculated at the design frequency f.

4.4 Conical Horns and Circular Polarisation

Figure 4.17 shows an array antenna consisting of 2 x 2 patch array antennas with multiple
microstrip feeding lines, four circular horns and four phase shifters [14]. Four square patches
with truncated corners are included to generate right-hand circular polarisation (this is a simple
method of generating circular polarisation which avoids two orthogonal feeder lines). The rel-
ative orientation of each patch is 90° rotated clockwise around the centre point of the array
[15]. Thus, the feed to each patch has a 90° angular orientation, as shown in Figure 4.17. With
this spacing, the fields generated from the four feeds are orthogonal to each other. Addition-
ally, the four feeds are required to be fed 90° out-of-phase to achieve TM;; mode circular
polarisation. The phase of each patch is therefore 0°, 90°, 180° and 270°, respectively, in a
clockwise direction [15]. For left-hand circular polarisation (LHCP), the electric field vector
will rotate in the opposite direction. The phase settings for both RHCP and LHCP are illustrated
in Table 4.2.

The phase difference of 90° can be produced by either adjusting the length of the microstrip
feeding lines or using a branch-line coupler. As a result, the radiation summation of the 2 x 2
array is right-hand circular polarisation. The prototypes of feeding lines and patch antennas
are printed using a gold layer on a ceramic substrate (¢, = 10). The size of a 61 GHz patch is
0.72 mm by 0.72 mm approximately.

The integrated conical horn array is placed in the ground plane to improve the gain and
bandwidth of the patches, and the centre of the patch is aligned with the axis of the horn.
A patch and its surrounding horn are considered together to be one radiation element. The
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feeding lines can then connect to each patch via a tunnel at the base of the horns. All the horns
are integrated into one piece made of aluminium with gold plating. Its size is 15 mm x 15
mm x 3 mm. Part of the ceramic substrate is removed so that the conical horns can have direct
electrical contact with the ground plane. The integrated horn is soldered on to the ground plane
for the purpose of minimizing the parasitic effect at the millimetre wave range. The radius of
a horn is 1.8 mm at the bottom and 3.5 mm at the top. To achieve a small sidelobe level, the
distance between adjacent elements is approximately half a wavelength. This condition limits
the size and the gain of a horn. When the electrical size of the horns increases, the directivity
will increase and so does the distance between the horns.

If the directivity of a single horn is too high, the radiated pattern from each element becomes
independent and the array cannot form a composite beam. Therefore, the size of horn arrays
has to be tailored to have an appropriate beam pattern for the design application. Each 90°
phase shifter is made of two switches and two microstrip lines with different lengths. The
radiation of the phase shifters and microstrip lines is shielded by a metallic cover to avoid
mutual coupling. Its 61 GHz radiation pattern is shown in the Cartesian plot for different theta
in Figure 4.18.

When all phase shifters are set to 0° and all elements have the same phase, the maximum
directivity of RHCP signals is along the boresight direction; where the minimum directivity
of left-hand circular polarisation (LHCP) signals exists (a null appears on the boresight).
Figure 4.18 (a) illustrates the simulated radiation pattern with directivity of 16dBi. The
half-power beamwidth for RHCP is 20° and the first null spacing is 40°. The first sidelobe
of RHCP appears at +30° and —30° and the sidelobe level is above —10dB. The maximum
gain of LHCP (cross polar) is at +50° and —50°. The compromise between the sidelobe level
and the beamwidth can be varied by adjusting the distance between the elements. When the
two phase shifters are at 0° and the other two are at 90°, the maximum directivity of RHCP
signals tilts —10° in the theta direction where the minimum directivity of LHCP signals exists.
Simulated results are shown in Figure 4.18 (b). Also, the maximum directivity of LHCP sig-
nals tilts 10° in the theta direction. Thus, it is clear that the beam direction can be steered 10°
by controlling the orthogonal phase shifters. As each horn provides a directional beam with
32° half-power beamwidth, the tilt of the beam of the 2 x 2 array is distorted when the beam
direction goes to 10°. To mitigate the distortion, the antenna beamwidth can be increased and
the distance between the horns can be adjusted.

The simulated axial ratio (AR) as a function of elevation angle at 59, 61 and 63 GHz,
respectively, is shown in Figure 4.19. The AR is less than 3 dB between —4° and 40° except at
+20° and —20°, where the first nulls appear in the radiation pattern. As the antenna is designed
to have 20° half-power beamwidth, circular polarisation is good within the main lobe. This
makes antennas less sensitive to manufacturing tolerances and reinforces their feasibility at
the millimetre wave scale.

The composite array comprises four identical horns, marked as 1, 2, 3 and 4 in Figure 4.20.
A cross slot between each horn was introduced, as shown earlier in Figure 4.17. The array
with a slot is marked (b) while the array (a), has no slot. The slot that is 0.4 mm wide and
1.25 mm high is designed to reduce the mutual coupling between horns. The simulated coup-
ling coefficients between horns are plotted in Figure 4.20. This result shows that the cross slot
reduces the mutual coupling by up to 10 dB. Figure 4.21 shows that the best match is found to
be about —17dB at 61.5 GHz.
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Figure 4.18 Simulated 61 GHz far-field radiation pattern of a 2 x 2 antenna array at & = 0° for RHCP
(solid line) and LHCP (dotted line). (a) The main beam at the direction of theta = 0°. (b) The main beam

at the direction of theta = —10°. (Reproduced by permission of © 2006 IEEE [14])
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Figure 4.19 Calculated axial ratio at 59, 61 and 63 GHz as a function of elevation angle when the main
beam is at the direction of theta = 0°. (Reproduced by permission of © 2006 IEEE [14])
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Figure 4.20 Calculated coupling coefficients of the fundamental mode between horns (2) and (1),

S,1, and horns (3) and (1), S3;, in the 2 x 2 array. (a) Array without a slot. (b) Array with a cross
slot [14]

The far-field radiation pattern was measured by a comparison method between a standard
gain horn and the antenna under test. Figure 4.22 shows that the radiation pattern varies with
the height of the horn. The results have been normalised with respect to the 3 mm height horn.
When the horn is removed, the gain of the main beam drops by 8 dB. When the height of the
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Figure 4.21 Measured directivity (square dots), simulated directivity (upper line) and measured return
loss (lower line) of a 2 x 2 array antenna from 56 to 65 GHz. (Reproduced by permission of © 2006
IEEE [14])
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Figure 4.22 Measured 61 GHz radiation pattern at @ = 0° with different heights (H) of horns: H =
3.0mm, H = 1.5mm and H = 0 mm (no horn). These curves are normalised to the one with A = 3 mm.
(Reproduced by permission of © 2006 IEEE [14])

horn is 1.5 mm, the main beam has the same gain as the horn with the 3 mm height, but it
should be noted that the sidelobe level is higher.

When phase shifters are all set to 0°, the radiation pattern is plotted using the Cartesian format
in Figure 4.23 (a). The beam is along the boresight direction and the measured half-power
beamwidth is 20°, as was predicted.

Each phase shifter consists of two 61 GHz switches and two microstrip lines in different
lengths for 1-bit phase shifting. By switching between different lengths of microstrip lines, the
corresponding phase is changed and therefore the beam direction is steered. As the transmission
loss for the gold microstrip line on ceramics is 0.57 dB/cm at 61 GHz, the total length of the
antenna feeding line is 7cm and therefore has approximately 4 dB losses. In addition, each
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Figure 4.23 A 61 GHz far-field radiation pattern measured result at @ = 0° for RHCP (solid line) and
LHCP (dotted line). (a) Main beam at the direction of theta = 0°. (b) Main beam at the direction of
theta= — 10°.(Reproduced by permission of © 2006 IEEE [14])

element has two switches for making the phase shift. The 61 GHz switches from Northrop
Grumman Space Technology and its wire bonding, are measured to have 3 dB losses for each
phase shifter on the ceramic substrate. The antenna gain is measured to be up to 7 dBiat 61 GHz.
After the de-embedment of feeding line connector discontinuity and the short-open-through-
line calibration between 56 and 65 GHz, the directivity of 14 dBi is measured at 61 GHz as
shown in Figure 4.21.

As the antenna prototype is implemented with feeding networks and MMICs, on top of
the ceramic substrate, radiation from feeding networks and MMICs can destroy the cross
polarisation performance. It can be seen from the measured radiation pattern in Figure 4.23
(a), that cross polarisation on the z axis is reduced to approximately 15 dB.
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When phase shifters are set to 0°, 0°, 90° and 90°, the beam direction can have a 10° offset as
shown in Figure 4.23 (b). The maximum RHCP signal occurs at the direction of —10°, while
the LHCP signal has a maximum at +10°.

During the measurement, surface waves can be diffracted by, or coupled to feeding lines or
phase shifters on the ceramics substrate. The diffraction of surface waves can cause undesirable
effects on the sidelobe level, polarisation or main beam shape. Therefore, it is important to
shield the feeding networks and MMICs to minimize the effect of surface waves.

The antenna can be further optimised when a multilayer structure is adopted [16]. Feeding
lines and MMICs can be designed as separate layers from patches in order to reduce the
coupling effect. The lengths of the feeding network are shortened and the transmission loss
will therefore be reduced.

Such multihorns can also be applied to the already well-known strip slot foam inverted
patch antenna (SSFIP) [17, 18], which is easy to manufacture using classical technologies and
exhibit good electromagnetic characteristics that are easy to match, as well as large bandwidth
and good gain. The proposed structure can be used for high radiation efficiency antennas in
the millimetre wave band since the undesirable surface waves are inherently suppressed with
the use of a metallic horn cavity configuration. Without horns, the surface wave can drastically
alter the behaviour of an antenna by reducing its bandwidth, deteriorating its radiation pattern,
or lowering its efficiency.

Possible solutions to reduce the surface-wave excitation are the use of low-index dielectrics,
which excite mainly space waves, as circular patches with appropriate radii or as membranes
supporting rectangular patches over an air cavity or a low-index dielectric material.

The general layout of the antenna and the materials used are presented in Figure 4.24.

<+——Hormn

Cavity

Figure 4.24 Design of the integrated horn antenna. The antenna is composed of two wafers: a silicon
wafer with a horn, a membrane supporting a patch and an auxiliary hole for the electric contact with the
second wafer and a Pyrex wafer with a cavity, a slot and a feeding line

Areasonable way to analyse the antenna of Figure 4.24 is to consider it as being a succession
of connected metallisation embedded in a multilayered medium. Thus, the problem falls into
the category of microstrip antennas with vertical connections, embedded in stratified media.
This subject has been in the scope of research for many years now, so is already covered
in the literature for either horizontal sources [19-21] or, more recently, for vertical sources
[22-24].

As shown in Figure 4.24, the antenna is composed of two parts having complementary
roles: the first one, a Pyrex wafer associated with an annular line resonance, supports the
excitation of the antenna, whereas the second one, a silicon wafer, represents the radiating
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part. Previous analysis of SSFIP antennas [25] has shown that special attention should be paid
to the parameters (line—slot—patch) since they are of primary importance for the adaptation of
the device. The large number of simulations run has shown that the size of the cavity, once
adjusted, has second-order influence on the frequency of operation.

4.5 Tilt Horn

When a horn is tilted off-axis, the direction of the radiation main beam is also tilted. This
method can be used to control the beam direction, which is especially useful for beam-switching
antennas. Figure 4.25 shows a patch-fed horn 20° off-axis in the x direction; its radiation pattern
at 60 GHz can be found in Figure 4.26.

(a) (b)

Figure 4.25 Patch-fed tilt horn with 20° off-axis in the x direction
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Figure 4.26 Radiation pattern for the tilt horn



DIELECTRIC SECTORAL HORN 111

Figure 4.27 Tilt horn inside a metal block

Figure 4.28 Cut view of a multihorn antenna

For manufacturing convenience, the horn can be embedded in a metal block, as shown in
Figure 4.27. Therefore, it is possible to have multihorn manufacturing in one metal block, as
shown in Figure 4.28. Three horns are designed in one metal board, each of them having dif-
ferent radiation coverage as a conformal antenna. By applying the beam-switching technique,
this antenna can provide high gain and beam switching with low manufacturing cost.

For a multilayer material such as low-temperature co-fired ceramics (LTCC), a quasi-horn
antenna can be constructed by stacking multiple layers with different sizes of windows, as
shown in Figure 4.29.

Figure 4.29 Multihorn in a multilayer LTCC configuration

4.6 Dielectric Sectoral Horn

Dielectric antennas are of great importance because of their low loss, high gain, light weight,
their feasibility of obtaining shaped beams, ease of fabrication, etc. Solid and hollow dielectric
horn antennas have received special attention due to their increased directivity and high gain
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compared to metallic horns [26]. Few studies have been reported in the literature describing
results from rectangular hollow dielectric horn antennas. However, for the record, included
here is the description of a hollow dielectric horn antenna capable of producing a flat-top
radiation pattern with low sidelobe levels and cross polarisation in the H-plane [27].

Adiagram of the strip-loaded hollow dielectric H-plane horn antenna is shown in Figure 4.30
[27]. The dielectric part of the horn is fabricated using low-loss dielectric polystyrene, and
was fixed at the end of an open metallic waveguide. A carefully tapered dielectric rod launcher
is placed at the throat of the antenna in order to reduce the feed-end discontinuity. The taper
length inside the waveguide was optimised for a minimum VSWR. Two thin metal strips of
length / were placed on the H-walls of the horn, which significantly modifies the aperture
field of the horn, changing the radiation pattern considerably. The sidelobe levels and the half-
power beamwidth (HPBW) of the E- and H-plane patterns can be adjusted by changing the
strip length. More details about the dielectric antenna can be found in the next chapter.

Metal waveguide Metal strip

Launcher
Dielectric
horn

Figure 4.30 Schematic diagram of a strip-loaded hollow dielectric H-plane sectoral horn antenna [27]
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Dielectric Antennas

Dielectric rod antennas have been used extensively as an endfire radiator for many years, and
a considerable number of theoretical and experimental studies for this type of antenna have
been published at microwave and millimetre wave frequencies [1]. This type of antenna has
the attractive features of light weight and low cost. Therefore presented here are the basic
design considerations, properties and feeding techniques. The chapter is divided into seven
sections. Section 5.1 introduces the dielectric resonator antenna. Section 5.2 describes the
dielectric rod antenna. Section 5.3 continues with maximum gain antennas, and then dual rods
are discussed in Section 5.4. Section 5.5 presents the basic features of a microstrip patch-fed
dielectric antenna, while Section 5.6 discusses a compensation method for a dielectric array
with different phase delays to the elements. Finally, Section 5.7 describes techniques for the
optimisation of the performance of a rod antenna.

5.1 Dielectric Resonator Antennas

Dielectric resonators appeared in the 1970s in work that led to the miniaturization of active and
passive microwave components, such as oscillators and filters [2]. In a shielded environment,
the resonators built with dielectric resonators can reach an unloaded Q factor of 20 000 at
frequencies of 20 GHz.

The principle of operation of the dielectric resonator can best be understood by studying the
propagation of electromagnetic waves on a dielectric rod waveguide (Reference [2], Chapter 3).
The mathematical description [3] and the experimental verification [4] of the existence of these
waves have been known for a considerable time. Their wide application was prompted by the
introduction of optical fibres in communications systems.

One of the attractive features of a dielectric resonator antenna (DRA) is that it can assume any
one of a number of simple shapes, the most common being ones with circular or rectangular
cross-sections, as shown in Figure 5.1. Over the years the frequency range of interest for
many systems has gradually progressed upwards to the millimetre and near-millimetre range
(100-300 GHz). At these frequencies, the conductor loss of metallic antennas becomes severe
and the efficiency of such antennas is significantly reduced. Conversely, the only loss for a
dielectric resonator antenna is that due to the imperfect dielectric material (the loss tangent

Millimetre Wave Antennas for Gigabit Wireless Communications Kao-Cheng Huang and David J. Edwards
© 2008 John Wiley & Sons, Ltd
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Figure 5.1 Typical dielectric resonator antennas and feeding mechanisms: (a) aperture feed, (b)
microstrip feed and (c) probe feed

of the material), which can be very small in practice. Some example materials are shown in
Table 5.1. After the cylindrical dielectric resonator antenna had been studied [5], the rectangular
and hemispherical dielectric resonator antennas were subsequently investigated [6]. This work
created the foundation for future investigations of the dielectric resonator antennas. Other
shapes were also studied, including cylindrical-ring [7] and spherical-cap dielectric resonator
antennas. It was found that dielectric resonator antennas operating at their fundamental modes
radiate like a magnetic dipole, independent of their shapes. A few dielectric resonator suppliers
are listed in Table 5.1; the materials and dielectric constants of the dielectric resonators are
also shown.

As with all bounded systems, the field distribution within the structure is defined by the mode.
The mode of propagation is a solution to the wave equation that satisfies both the boundary
conditions and the excitation (feeding) method. Some of the lowest modes of propagation on
dielectric rod waveguides are shown in Figures 5.2 to 5.4.

The first index denotes the number of full-period field variations in the tangential direction
and the second one the number of radial variations. When the first index is equal to zero, the
electromagnetic field is circularly symmetric. In the cross-sectional view, the field lines can be
either concentric circles (like, for example, the E-field of the TE,; mode) or the radial straight
line (like, for example, the H-field of the same mode). For higher modes, the pure transverse
electric or transverse magnetic fields cannot exist, so both electric and magnetic fields must
have non-vanishing tangential components. Such modes are called hybrid electromagnetic
(HEM); the lowest of them being HEM ;.
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Table 5.1 Some dielectric resonator suppliers, along with the materials and dielectric constants of their
dielectric resonators [8, 9]

Type Dielectric Dielectric loss Note
constant tangent (e')
Countis CD-6 6.3 <0.00015 MgO-SiO,
Laboratories CD-9 9.5 < 0.00015 MgO-Si0,-TiO,
CD-13 13.0 <0.00015 MgO-TiO,-Si0,
CD-15 15.0 <0.00015 MgO-TiO,
CD-16 16.0 <0.00015 MgO-TiO,
CD-18 18.0 < 0.00015 MgO-CaO-TiO,
CD-20 20.0 <0.00015 MgO-CaO-TiO,
CD-30 30.0 < 0.0002 MgO-CaO-TiO,
CD-50 50.0 < 0.0005 MgO-CaO-TiO,
CD-100 100.0 < 0.0008 MgO-CaO-TiO,
CD-140 140.0 <0.0010 MgO-CaO-TiO,
Emerson and ECCOSTOCK® 2.2 < 0.0003
Cuming HTO0003
. Low-loss/low-
Microwave ECCOSTOCK® 24 0.0001 dielectric thermoset
Products CPE .
materials
ECCOSTOCK® 2.54 0.0005
0005
ECCOSTOCK® 3to 15 <0.002
HiK L .
ow-loss materials
ECCOSTOCK® 3to 30 <0.002
HiK500F
ECCOSTOCK® 1.7to 15 < 0.002 Low-loss moulded
CK products

Figure 5.2 Mode TE, on a dielectric rod waveguide. Left: E-field, right: H-field
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Figure 5.3 Mode TM,,

Figure 54 Mode HEM; on a dielectric rod waveguide. Left: E-field, right: H-field

The fields of a cylindrical rod can be expressed in terms of Bessel functions, which determine
the wavelength and the propagation velocity of these waves. When only a truncated section of
the dielectric rod waveguide is used, one obtains a resonant cavity in which standing waves
appear. Such an object is called a dielectric resonator. The resonant mode TE;; is most often
used in shielded microwave circuits. In classical waveguide cavities, the third index is used
to denote the number of half-wavelength variations in the axial direction of the waveguide.
Here, the third index, § , denotes the fact that the dielectric resonator is shorter than one-half
wavelength. The actual height depends on the relative dielectric constant of the resonator and
the substrate, and on the proximity to the top and bottom conductor planes. Since the numerical
value of § is rarely used, this index is usually ignored, so that the dielectric resonator is often
specified by two indices only.

When a dielectric resonator is not entirely enclosed by a conductive boundary, it can radiate,
and so it becomes an antenna. An early dielectric resonator antenna was successfully built
and is described in Reference [10], while the rigorous numerical solution was published in
Reference [11]. Review treatments of dielectric resonator antennas can be found in References
[12] and [13].
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As shown in Figure 5.5, the dielectric resonator element is placed on a ground plane, and
a short electric probe penetrates the plane into the resonator. The probe is located off centre,
close to the perimeter of the resonator. The radiation occurs mainly in the broadside direction
(i.e. radially) and is linearly polarised.

probe

Figure 5.5 Dielectric resonator antenna fed with a coaxial probe

The numerical analysis of the dielectric resonator antenna started as an attempt to determine
the natural frequencies of various modes in an isolated dielectric resonator, without any other
scattering object in its vicinity and without any excitation mechanism. It was found that the
resonant frequencies are complex-valued:

fm,n = Omn +]wmn (51)

where o represents the in-phase (real) component (which is the lossy component) and w is
the out-of-phase component (imaginary) with respect to the excitation.

Each particular solution corresponds to a resonant m, n type mode that satisfies all the
boundary and continuity conditions. For rotationally symmetric resonators, subscript m denotes
the number of azimuthal variations and subscript # denotes the order of appearance of modes
in the growing frequency direction.

The fact that the resonant frequency has a non-vanishing real part signifies that such a mode
would oscillate in an exponentially decaying manner if it was initially excited by an abrupt
external stimulus. The ratio of the real to the imaginary part of the resonant frequency is the
radiation Q factor of the mode:

The negative sign arises from the observation that all passive circuits have their natural fre-
quencies located on the left-half complex plane, so o, , is itself a negative number. The natural
frequencies and the radiation Q factors of the modes are given as follows [14]:
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For given dimensions and a given dielectric constant, the numerical solution can determine
the resonant frequency and the radiation Q factor. Such computed data can be fitted to con-
venient analytic expressions [15]. For instance, the resonant frequency of the HEM;; mode of
an isolated dielectric resonator radiator, of radius @ and height %, can be approximated by the
following expression:

TM,,5 mode:

fo=

2.933ce, 048
2mA

koa = (1.6 +0.513x + 1.392x> — 0.575x" + 0.088x*) /e (5.3)

Here, k is the free space propagation constant and x = a/ h. Similarly, the values of Q, for
the same mode can be calculated from:

0, = x£/7(0.01893 + 2.925¢ 20100 (5.4)

An alternative way of exciting the HEM,; mode in the dielectric resonator antenna is by
the microstrip-slot mechanism shown in Figure 5.6. Instead of a coaxial line, the feeding is
done by a microstripline that runs below the ground plane. There is a narrow slot (aperture) in
the ground plane (which is the upper layer here) for coupling the microstrip to the dielectric
resonator antenna.
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Figure 5.6 Dielectric resonator antenna with a microstrip-slot excitation

There is a gain enhancement technique available for the dielectric resonator antenna by using
a surface mount quasi-planar horn. The geometry of the antenna is shown in Figure 5.7. In the
rod horn structure, the aperture-coupled DRA now works as a feed to the surface-mounted
horn antenna. Note that the rectangular DRA is located over the centre of the rectangular
slot (aperture feed) in the ground and is excited by a 50 €2 microstripline feed. If the surface-
mounted horn is made of thin copper/aluminium sheet and is supported on a foam structure,
the gain can be further improved.

horn
slot

DRA /

Feed Tine

Figure 5.7 Aperture-coupled rectangular dielectric resonator antenna with horn mounting

5.2 Dielectric Rod Antennas

The difficulties inherent in constructing antennas at millimetre wave frequencies have recently
spurred further interest in dielectric antennas. It has long been known that dielectric rod surface-
wave antennas are good directional radiators in the endfire direction, and rod antennas of
circular cross-section have been investigated analytically and experimentally [16, 17]. How-
ever, the application of these antennas has been limited due to their relatively low gain. Recent
commercial interest in developing millimetre wave dielectric circuits created the additional
need for low-cost antennas that can be easily integrated into an entire system [18].

Dielectric antennas of rectangular cross-section that are compatible with the dielectric wave-
guides of a millimetre wave integrated circuit will be discussed next. Presented in this section
are experimental results for tapered rod antennas designed for low sidelobes and for maximum
gain. These antennas were constructed with a low-loss material with a relative permittivity of
3 at 60 GHz.

Dielectric rod antennas have been used as endfire radiators for many years [19-28]. Exper-
imental studies have been conducted both at microwave and millimetre wave frequencies
[23-28] . Despite the extensive use of these antennas, no exact design procedure exists for
them [28]. Theoretical methods usually involve simplifications and only provide general design
guidelines [19-22].
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The radiation behaviour of the dielectric rod antenna can be explained by the so-called
discontinuity radiation concept [19], in which the antenna is regarded as an array composed
of two effective sources at the feed and free ends of the rod. Part of the power excited at the
feed is converted into guided-wave power, and is transformed into radiation power at the free
(open) end.

The remaining power is converted into unguided-wave power radiating near the feed end.
Thus, the directivity of the dielectric rod antenna is characterised by the directivities generated
by these two effective sources. However, there is the problem of quantitatively computing the
radiation fields generated from the discontinuities at the feed and free ends.

To date, the dielectric rod has received much attention in terms of waveguide analysis as
well as the antenna analysis. Of prime importance is knowledge of the eigenmodes is in the
design of a dielectric waveguide circuit. Numerous approaches have been proposed for this
important issue [29-34]. Note that the methods developed in References [32] to [34] are based
on Yee’s mesh. The use of Yee’s mesh has the advantage that the obtained eigenmode fields
can directly be used in the finite difference time-domain (FDTD) method [35, 36].

The field near the rod can be decomposed into guided and unguided waves. Using the
obtained solutions, a feed pattern can be calculated that corresponds to the directivity generated
by the effective source at the feed end and a terminal pattern corresponding to that at the
free end. Superposing the feed and terminal patterns, generates the radiation pattern of the
dielectric rod antenna. The gain of a long rod antenna is calculated by superposing the feed
and terminal patterns. The details of numerical analysis for rod antennas can be found in
Reference [37].

Figure 5.8 shows the configuration of a dielectric rod antenna fed by a rectangular waveguide
with a planar ground plane. The rod is made of Teflon (registered trademark of PTFE). It is
assumed that the metallic waveguide and the ground plane are perfectly conducting and that
the dielectric rod is a lossless medium [38—40]. The basic parameters of such a rod antenna
are shown in Figure 5.9.

Ground

Waveguide

Figure 5.8 Overall geometry of a dielectric rod antenna
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Rod Waveguide

o

Figure 5.9 Rectangularrod (¢ = 4.4mm, b = 2.2mm, ¢ = 3mm, 4 = § mm)

The dimensions of the base area determine the resonant frequency of a rod antenna. In this
instance the width b is half as long as the length a, i.e. @ = 2b. When the dimension of b is
changed, so is the resonant frequency, as shown in Figure 5.10.
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Figure 5.10 Resonant frequency of a rod antenna

The gain of the rod antenna increases as the height of the rod increases. Figure 5.11 shows the
gain difference for rods of height # = 6, 8 and 12 mm. When the gain increases, the sidelobe
may also increase. Therefore, careful tuning is needed to give a good performance.

At some point, the gain will be saturated (i.e. reaches a maximum value) and does not
undergo further increases, even though the height % is increasing as shown in Figure 5.12.
Therefore, it is important to know the maximum gain that can be achieved for a rod antenna
(see Section 5.3). Also from this value the performance for a compact rod antenna can be
assessed.

Figure 5.13 shows E-plane patterns for an 8 mm long antenna designed for 60 GHz. The
gain of this antenna is 12 dB and the half-power beamwidth is 50° in the E-plane. If the rod
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Figure 5.11 Radiation patterns for different rod heights of 6, 8 and 12 mm
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Figure 5.12 Gain curve versus height of the rod antenna in Figure 5.9 (¢ = 4.4mm, b = 2.2mm,
¢ =3 mm)
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Figure 5.13 E-plane radiation pattern for E-plane tapered rods with different taper angles
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does not have a tapered angle, the sidelobes, which have a broad envelope, are as high as
2 dB. When the rod is tapered, Figure 5.13 shows that the sidelobe of the rod antenna is also
reduced accordingly. When the taper angle is —6°, the sidelobe at theta = 70° is reduced by
approximately 10 dB.

The three designs of tapered dielectric rod antennas considered in this section are shown
in Figure 5.14. All of these antennas are fed by a metal waveguide and are matched to the
waveguide by a launching horn developed by Trinh ez al. [41]. It should be noted that without
the launching horn, the feed point would radiate heavily, causing many sidelobes in the far-field
pattern, whose envelope is the radiation pattern of the waveguide aperture.

(b)

(c)

Figure 5.14 Examples of dielectric rod antennas with rectangular cross-sections [1]

A rod tapered in only the E-plane (Figure 5.14 (a)), which is easier to manufacture and
mechanically stronger than an antenna tapered in both the E- and H-planes, shows no sacrifice
in antenna characteristics and sometimes even shows a slight improvement. However, a rod
tapered in only the H-plane is always worse than one tapered in both planes.

A second type of rod antenna is shown in Figure 5.14 (b). This rod is tapered linearly to
a point in both the E- and H-planes [1]. Experimental measurements for this antenna show a
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sidelobe level lower than —25.5 dB from the main beam and a gain of 17.0 dB, which is slightly
lower than that of the feed horn by itself (17.3 dB). Its half-power beamwidth is 30.0°, which
is larger than that of the feed horn (26.9°); however, the 26 dB beamwidth of this antenna is
only 72° compared with 115° for the horn. Small sidelobe characteristics and a steep sidelobe
roll-off are both features of a relatively short tapered rod antenna with a feed horn.

5.3 Maximum Gain Rod Antennas

Figure 5.14 (c) shows Zucker’s design principles for maximum gain antennas [17] applied
to a rod of rectangular cross-section. Zucker observed that radiation from the surface-wave
structure takes place at discontinuities, specifically at the feed and terminal points. He also
showed that the radiation pattern due to the discontinuity at the termination is calculated
by integrating over the terminal aperture S,, and is approximately expressed as 1/W¥ [1],
where:

1
v = EkoH(r —cos ) (5.5)
and:
k,
r=—
ko

H = height of the rod

If the radiation from the feed is taken into account the overall effect is usually to sharpen
the mainlobe. Based on this fact, a design scheme for maximum gain rod antennas was exper-
imentally developed by Zucker. The basic configuration for this antenna is characterised by a
feed taper, a straight section and a terminal taper.

The feed taper is said to establish a surface wave along the straight section while the
terminal taper reduces reflection caused by an abrupt discontinuity (a recognised approach
to impedance matching). Applying this concept, Zucker’s principles are typically useful for
designing a very long rod antenna; these principles often lead to an antenna with a very small
cross-section.

Zucker’s [17] design principles for a maximum gain antenna are adopted for rods of rectan-
gular cross-section. Figure 5.15 shows a rod configuration with design parameters that might
be useful for actual designs of low-sidelobe or high-gain dielectric antennas.

Figure 5.15 Basic rod configuration and taper angle 0, which is the same for both tapers
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The simulation result of Figure 5.15 is shown in Figure 5.16. When the taper angle 0 is
changed, the radiation pattern changes accordingly. When the taper angle is 0° and —10°, the
gain of the radiation pattern is almost the same. When the taper angle is —20°, the gain is
reduced by 2 dB and the sidelobes are also minimised at 70° and —70°.
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Figure 5.16 Radiation patterns for different taper angles (/, =/; =1 mm, /, =3 mm)

5.4 The Dual Rod Antenna

In gigabit wireless communication systems, two rod antennas can be used, one being respon-
sible for the transmission and the other reception, and the performance of the whole system
depends largely on obtaining minimum interference between the two antennas. As it is import-
ant to reduce the space occupied by the antennas in such systems, it is clear that the distance
between the two rods should be optimised in order to achieve a minimum acceptable coupling
between them. In [42], a method for calculating the inter-rod coupling coefficient by means of
an optimised model for each antenna was proposed, in which the mutual and self-admittance
were determined. The method also allowed the radiation patterns to be obtained.

Figure 5.17 shows the system the coupling coefficient can be defined as the ratio of the power
coupled to one of the rods to the input power of the other. In order to investigate this coupling,
the system can be represented by an equivalent circuit. A single antenna can be considered as
a lossy load represented by a complex admittance and the coupling between the two rods is
accounted for by means of the mutual admittance. In this way, the symmetric coupled antenna
system can be considered as a two-port network represented by the m-type equivalent circuit
of Figure 5.18. In this circuit, Y, stands for the self-admittance of each antenna and Y; and Y,
characterise the coupling effects. The coupling coefficient is deduced from the transfer function
of the two-port network i.e.:

Y,

Yo+Y, +71,

VOU[

C(dB) = 20 log

=20 log (5.6)

in

As illustrated in Figure 5.17, a symmetry plane separates the structure into two parts.
When this symmetry plane is an electric wall, the input equivalent admittance will be the
odd admittance given by:
Yoasa = Yo + Y2 + 27, (5.7
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Figure 5.17 Coupled rod antenna system. (Reproduced by permission of © 1982 IEEE [42])
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Figure 5.18 The m-type equivalent circuit Y, self-admittance of each antenna Y, and Y, and
admittances characterising the coupling effect. (Reproduced by permission of © 1993 IEEE [42])

and in the case of a magnetic wall, the even admittance will be:
Yeven = YO+Y2 (58)

The combination of the above three equations allows the coupling coefficient to be expressed
in terms of Y., and Y,y only:

Y, odd0 T Y even

C(dB) =20 log| ™~
oddo even

(5.9)

Therefore, calculation of the even and odd admittances will yield the coupling coefficient.
As the rod has discontinuity, the scattering matrix of each discontinuity between two
dielectric portions, as well as that of the dielectric portion/free space discontinuity, should
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be calculated as accurately as possible. The overall multimodal admittance matrices can be
deduced from the multimodal scattering matrices:

Weven] = (171 = [Seven D (LT + [Seven])
[Yoaa] = ([1] = [Soaa D([LT + [Soaa]) (5.10)

where [/] is the unity matrix, and Y., and Y,qq will then be the first elements of the multimodal
matrices [Yeven] and [Yogal-

The scattering matrix of each discontinuity can then be calculated by a multimodal variation
method [43], where the propagating modes on either sides of the discontinuity are known.
The corresponding propagation constants can then be determined by the transverse operator
method [44] by placing the antenna in an oversized waveguide. This is assumed not to disturb
the main radiation pattern since the guide and the endfire antenna have the same longitudinal
axis. It was observed that knowledge of the global scattering matrix of the system allows
the straightforward calculation of the transverse electric field. By presenting a unit wave at
the system input when both input and output are matched, the transverse electric field in the
aperture is given by the following expression:

E, = Zt,,e,, (5.11)
n=1

in which e, and ¢, represent the electric field and transmission coefficient of the nth mode,
respectively.

The dimensions of the rod antenna are chosen such that a surface wave can propagate along
the dielectric rod. Therefore it is taken that k., = 1.1k, with the condition that the propagation
constant k, be greater than the free space wave number k; this guarantees the propagation of a
surface wave. In contrast, k./k, <1 should be true near the antenna’s end so that a bulk wave
is established in this region to ensure radiation. The number of dielectric waveguide sections
is determined on the basis of the convergence of the first element of [S,q4], and in this case, it
can be shown that seven sections are sufficient to obtain this convergence.

The coupling coefficient can be calculated as a function of the distance between the longit-
udinal axes of the two antennas. Figure 5.19 illustrates the results obtained for the coupling
coefficient at 60 GHz. These curves can be used as design curves for the dual antenna system.

coupling C (dB)
&
o

-40 T
3 6 9 12

distance d (mm)

Figure 5.19 Coupling coefficient versus the interaxis distance between two rod antennas at 60 GHz
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5.5 Patch-Fed Circular Rod Antennas

As in the case of optical fibres, a dielectric rod can act as a guide for electromagnetic waves.
However, depending on the magnitude of the discontinuity of the dielectric constant at the
boundary, a considerable amount of millimetre wave power can propagate through the sur-
face of the rod and is radiated into free space. This radiation property is used to design the rod
antenna. As shown in Figure 5.20, arod antenna can be represented by a patch and a waveguide.
The rod antenna consists of a cylindrical part and a tapered part. The rod is fed by a patch,
which is energised by a microstrip line connected to a coaxial connector. The antenna config-
uration can be easily built and integrated with other millimetre wave functional modules or
planar circuits.

Cvlindrical
rod

Tapered rod

@ 0.7 mm

v

Patch

Waveguide Connector

Figure 5.20 Cut-away view of a rod antenna fed by a patch and held by a waveguide. (Reproduced by
permission of © 2006 IEEE [45])

A patch antenna itself produces a TMy,, fundamental mode. When a dielectric rod is put
on to the patch and is surrounded by a metallic waveguide, complex mode excitations are
generated. While the antenna is radiating, energy from the patch is transferred to the tapered
rod through a small cylindrical rod and a circular waveguide. The height of the cylindrical
rod is set to 3 mm, while that of the circular waveguide is 7 mm. The cylindrical rod and the
circular waveguide act as a mode converter, which mainly excites the TE mode. Higher modes
are suppressed by selecting the appropriate height of the waveguide and diameter of the rod.

If the diameter of the cylindrical rod antenna is smaller than a quarter-wavelength, only a
small amount of the energy is kept inside the rod; which also shows little guiding effect on
the wave. The phase velocity in the rod is nearly the same as in free space. When the diameter
increases to the order of one wavelength, most of the electromagnetic waves are held by the
rod and their phase velocity in the rod is approximately the same as the phase velocity in a
boundless dielectric material.

The dominant mode on the tapered rod is HE;, generated by a circular waveguide. The
lowest mode in a circular waveguide is TE;; when the diameter of the guide is no less than
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0:58 1./+/€,, where A is the wavelength and ¢, is the relative permittivity [46]. Thus, for a rod
terminated by a circular waveguide, the guide diameter must be at least 0.37X to allow the
HE,, mode to propagate in the metal tube.

As the dielectric constant of Teflon (PTFE) material is 2.1, the diameter of the rod antenna
is designed to be 3 mm for a frequency of 61 GHz with the height 3 mm at its base, as shown in
Figure 5.20. The upper part of the rod is tapered linearly to a terminal with a 0.7 mm diameter
and a height of 30 mm in order to achieve a high antenna gain. The tapered rod can be treated
as an impedance transformer, which reduces the reflection caused by an abrupt discontinuity
[47, 48].

Teflon may not be mechanically stiff enough to enable precise manufacturing. One way to
solve this issue is to freeze the Teflon rod to a low temperature in order to increase its hardness
before machining.

While being fed by a patch, the diameter of the rod antenna also matches the small waveguide
at its base. The inner diameter of the waveguide is 3 mm, which is the same as the diameter of
the cylindrical rod. This waveguide conducts electromagnetic energy between the rod antenna
and the patch antenna. This decreases the radiation leaks in unwanted directions and reduces
the sidelobes in the far-field radiation pattern. In addition, this waveguide can ensure good
alignment between the rod antenna and the patch antenna, which means that the design can
be used in mass production. It does not even have to touch the ground plane when a thin
substrate is used. The waveguide can be fixed on to the substrate by means of epoxy resin or
a mechanical fixture.

The height of the cylindrical rod and the tapered rod in this example follows Zucker’s design
rules [49]. As a general rule, when the height of the rod antenna is reduced, the gain will reduce
and the half-power beamwidth increases.

The patch antenna is designed on the Rogers RT/Duroid 5880 substrate with a dielectric
constant of 2.2 and thickness of 110 um, and so the resulting size of the 61 GHz patch is
approximately 0.7 mm x 0.7 mm. The material has a similar permittivity to the Teflon rod and
therefore the electric field in both materials matches reasonably well.

A rod antenna with a circular cross-section has a symmetrical shape and therefore it can
generate the same energy in both right-hand circular polarisation (RHCP) and left-hand circular
polarisation (LHCP). If the rod antenna is designed in an unsymmetrical shape, it will radiate
more energy in one circular polarisation than the other. For instance, the top surface of the
rod antenna can be designed to have an oblique upper face instead of an orthogonal surface.
Assuming that the rod antenna is fed by a truncated square patch with a microstripline from
the —y axis to the +y axis direction, different top surfaces of the rod antenna correspond to
different polarisations, as shown in Figure 5.21.

The rod antenna is a directional antenna and radiates along the central axis of the rod. The
direction of the main beam can be easily adjusted by changing the direction of the central axis
of the rod antenna. Figure 5.22 [45] shows an example of using the rod antenna in different
radiation directions. The central axis of the waveguide is also modified to fit the shape of the
rod antenna.

Figure 5.23 illustrates the dependency of the radiation pattern on rod heights of 10, 18
and 30 mm. The radiation pattern at 61 GHz is simulated with the height of the tapered rod
varying. As the height increases, the gain increases and the half-power beamwidth reduces.
However, as the height increases to 22 mm, the antenna gain is saturated between 16.5 and
17 dBi. Distortion of the main beam occurs, which results in the presence of sidelobes at —40°.
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(a)
Symmetry

(b)
LHCP

(©)
RHCP

Figure 5.21 Polarisations change when the top surface of a rod antenna is altered. (Solid arrows show
the rotation direction of an enhanced electrical field and dotted arrows show the rotation direction of
a destructive electrical field.) (a) Symmetry, (b) LHCP and (c) RHCP. (Reproduced by permission of
© 2006 IEEE [45])

<4 Waveguide

Figure 5.22 Geometry of the beam-tilting rod antennas. The beam direction changes as the rods tilt.
(Reproduced by permission of © 2006 IEEE [45])
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Figure 5.23 Simulated radiation pattern versus the height (/) of a tapered Teflon rod at phi = 0.
(Reproduced by permission of © 2006 IEEE [45])

In this work, to measure the return loss, an Anritsu VP™ connector was used as an interface
between the antenna and measurement equipment. The return loss of the antenna, plotted
in Figure 5.24, was characterised using a vector network analyser. It can be seen that the
bandwidth increases when the tapered rod is added on top of the patch antenna.
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Figure 5.24 Measured S; of the patch antenna with a tapered rod (black line) and without a rod (grey
line). (Reproduced by permission of © 2006 IEEE [45])

Table 5.2 shows that a higher gain can be achieved by tuning the height of the waveguide
and adjusting the height of the tapered rod, assuming that the height of the cylindrical rod
is fixed at 3 mm. When the height of the waveguide increases from 3.5 to 7 mm, the gain
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Table 5.2 Calculated antenna gain at different waveguide heights and tapered rod heights. (The height
of the cylindrical rod = 3 mm.) (Reproduced by permission of © 2006 IEEE [45])

Tapered
Waveguide od height 24 mm 27 mm 30 mm
height (mm)

35 15.22 dBi 15.46 dBi 15.74 dBi
7 16.19dBi 16.59 dBi 16.74 dBi

increases by approximately 1 dB. If the height of the waveguide is increased further, the gain
will not be further improved as the metallic waveguide has achieved resonance and so reduces
the radiation from the tapered rod.

Figure 5.25 compares simulation and measurement results of the maximum gain of a patch
antenna with arod. The patch gain increases by up to 15 dB in the frequency band of 59-65 GHz
when a rod is added on top. In addition, the frequency response of the patch-fed rod in
Figure 5.26 is in the range of —2 dB. This characteristic is especially useful for an extremely
high rate (beyond Gb/s) communication system where a complex equaliser may be rendered
unnecessary.
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Figure 5.25 Measured E-plane radiation pattern of a patch antenna with a tapered rod at 61GHz
(solid black line), 63 GHz (dotted black line) and without the rod at 61GHz (grey line). (Curves are
normalised to the maximum of the rod pattern at 61 GHz.) (Reproduced by permission of © 2006
IEEE [45])

When the shape of a rod is designed asymmetrically as shown in Figure 5.21 (c) and the
cutting angle @ is set to 60°, the right-hand circular polarisation is present while the left-hand
circular polarisation is suppressed.
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Figure 5.26 Measured (solid line) and simulated (dotted line) maximum gain of the patch-fed rod
antenna. (Reproduced by permission of © 2006 IEEE [45])

The axial ratio for the patch-fed rod is measured from 59 to 63 GHz, as shown in Figure 5.27.
The cross polarisation is determined by the cut-off angle and the design of the circular polarised
patch. By tuning these two parameters, the cross polarisation level can be tailored to fit various
applications.
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Figure 5.27 Measured axial ratio of the patch-fed rod antenna with the geometry defined in
Figure 5.21 (c). (Reproduced by permission of © 2006 IEEE [45])

The beam direction can be adjusted by tilting the axis of the rod, as shown in Figure 5.22.
When considering the effect of integrating this antenna with consumer devices, the ground
plane is designed to be electrically large and has the size of 20 A by 20 A. Measurement results
in Figure 5.28 show the beam at 0°, 10°, 30° and 50°; with the axis of the rod antenna is tilted
to these angles. The beam direction can be seen to equal to the tilt angle of the rod. When
the tilt angles increase to 50°, the asymmetrical effect of the radiation to the ground (or XY)
plane becomes noticeable so the sidelobe level increases and distortion of the radiation pattern
appears.
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Figure 5.28 Measured normalised E-plane radiation pattern with beam direction at 0°, 10°, 30° and 50°.

(All the beams are normalised to the maximum of the zero-degree beam.) (Reproduced by permission of
© 2006 IEEE [45])

5.6 Rod Arrays and Phase Compensation

If multiple rods are fed by the same rectangular waveguide as shown in Figure 5.29, there will
be phase delay for each rod due to the spacing of the segments on the rectangular waveguide.
To make all rods radiate in phase, it is possible to insert a portion of different dielectric
material into each rod base and hence alter the electrical length of the rod. If the height and the
dielectric constant of this dielectric portion are carefully selected, this part acts as an impedance
transformer and ensues that all the rods radiate in phase (the array is co-phased).

Figure 5.29 plots the performance of a compressed array in which all the rods radiate
co-phased wavelets, and the guide feeds at an interelement spacing of less than the guide
wavelength A,. In this example, the spacing between the rods is equal to 21,/3, i.e. there are
three polyrods within two guide wavelengths A,.

If the circular waveguide is filled with dielectric material where the guide wavelength is A,
and the cut-off wavelength is then:

WM hok
VSR Jeud =R

(5.12)

where A, denotes the wavelength in free space, A the wavelength in the dielectric medium,
¢ the electric permittivity of the medium, and p is its magnetic permeability.
The circular waveguide is fed at its basis with a wave that has a phase retardation of 47 /3

due to its propagation length L between the rods along the rectangular guide, with respect to
the wave feeding the circular guide at its basis.
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Figure 5.29 Dielectric rod array. (Reproduced by permission of © 2006 IEEE [50])

In the circular guide, a portion of rod with height / is replaced with a dielectric substance
of permittivity &;, permeability «, and guide wavelength A,,, so that the phase shift delay
introduced by the portion of the dielectric substance, added to the phase-shift delay is:

L 4
20— = il
Ag 3

due to the propagation, would give a total phase shift of 257, and with the height of the dielectric
substance acting as a half-wave transformer. Then:

A 1 AoAe
h="g oo e (5.13)
2 2 vV EIUIAL — )h(z)
and:
h 4 2mh
Zn———n T[ —271:——7T—|—7r=z
< 3 Agi 3
h 1
A, 6
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By substituting to # and to A, from their respective expressions embodied in Equations (5.12)
and (5.13):

VEUAZ — A
2\/ 81M1)\3 — )\,g

Assuming u, =pu=1:

By choosing a wavelength in free space:
Ao = 3.34mm
and a circular guide of a radius of 1.6 mm, and therefore a cut-off wavelength of:
Ae=1.6x1.7=2.72mm
corresponding to a wave H,;, and by taking:
e =225

therefore:

3.34\
6 =9x225-8(==) =8.15
2.72

h = 0.65mm

In the same manner, in the circular guide, a portion of a dielectric substance will be inserted
with height /, permittivity &, and permeability u, and a guide wavelength A, so that the
phase-shift delay introduced by this portion of the dielectric substance, added to the phase-shift
delay is:

2L 8w

2r — =
Aa 3

due to the propagation, would give a total phase shift of 47, and the height of the dielectric
substance will act as a three-halves wave transformer. Then:

3\ RIS
h= 22— TR (5.14)
2 2\/ 82“2)\,3 — )xé
and:
h 8t 2mh 4 5
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By substituting to 4 and to A, from their respective expressions embodied in Equations (5.13)
and (5.14):

3ol =15 515)
2\/82”2)\.% - )\.(2) B 6 '

81 56 (o)’
=—epu—— (=2 5.16
Eafhy = 28U — o2 <A> (5.16)
Assuming p, = p = 1:
81 56 (1)’
gy = —e— — =2 (5.17)
257 25\,

Adopting for A, A. and ¢ the same values as before, therefore:
& =396

Using the same principle, &5 can also be calculated.

5.7 Optimisation of a Rod Antenna

In this section a basic physical model of how the rod works is presented. An open-ended
circular waveguide supporting the dominant TE;; mode is often used as a feed for paraboloidal
reflectors. The aperture diameter is usually close to 0.7 A, when the E- and H-plane radiation
patterns are approximately equal and follow a cos 6 law (where A is the free space wavelength
and 6 is the angle off-axis). As a feed, the radiated power in the far field can be considered as
a point source in the centre of the aperture.

It is assumed that such a point source exists in the aperture plane of the polyrod launcher
with the same directional properties. In addition, ray optics can be applied within the rod, and
rays will either be refracted or be totally internally reflected, depending on their incident angle
at the interface between the dielectric and the air.

In Figure 5.30, four rays (i), (ii), (iii) and (iv), are shown leaving the source, two of which,
(1) and (ii), leave the rod close to the launcher and (iii) and (iv) traverse the height of the rod
by total internal reflection. Rays (i) and (ii) are associated with a short section of the rod at
the launcher end where the angle of incidence is less than critical, and ray (iii) emerges from
abrupt termination with ray (iv) and is reflected back towards the source.

As can be seen in a tapered rod, rays will increase their angle to the axis by twice the
local taper angle at each reflection. Eventually, given a sufficient number of reflections, a
ray will reach the critical angle and escape from the rod. In the case of a linear taper to the
terminal after a cylindrical section, as the percentage of taper increases the radiating rays will
be distributed over the height of the taper. The rod will therefore appear to be comprised of
a constant amplitude launcher end source, a zero amplitude section to the beginning of the
taper, a distributed source over the taper and a diminishing amplitude terminal end source,
with increasing taper height.

The power distribution along the rod affects sidelobe performance. It is therefore necessary
to have some form of continuously tapering profile so that gaps in the distribution are avoided.
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Figure 5.30 Outward and inward ray paths in a cylindrical rod. (Reproduced by permission of © 2006
IEEE [51])

Also, the weaker rays associated with wide angles from the directional source are to be encour-
aged to exit the rod as soon as possible if a balanced distribution is to be obtained. This can be
done by increasing the slope of the taper near the launcher end, consistent with the appropriate
diameter for correct phasing.

The model can be used to predict the rod diameter around the launcher; where internal
reflections take place near the critical angle and phase change at the reflection can be
disregarded. Figure 5.31 shows two rays: one incident on the dielectric-to-air interface
at the critical angle 6, leaving parallel to the rod surface, and the other leaving the rod
after two reflections. The electrical lengths of the two ray paths in Figure 5.31 for endfire
operation can be written as:

LO\/E + air path + n)\,() = v\/E(Ll + L2 + L3) (518)

wheren = 1,2, 3, ... and ¢ is the dielectric constant of the rod.

The model improves the match obtained by including a terminal taper such as a short height
at the end of the rod, which gives a large taper angle. In this section rays still trapped by total
internal reflection rapidly achieve the critical angle and escape, so reducing the number that
can return as mismatch.

Therefore, it can be seen that for a smooth power distribution along the rod, a continuously
tapering profile is necessary. Whether the point source characteristics can be combined with
a profile, that gives a balanced distribution of power and phase is a topic for future research.
However, by measuring rods that have known profile laws and by determining the position of
the phase centre, an idea of the feasibility of controlling the distribution can be obtained. The
phase centre is found to be at or near the rod centre, indicative of a balanced distribution.

To reduce unwanted radiation at the launcher end and to make more power available for
controlled distribution, the model shows that high dielectric constant rods are preferable.
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<\ Air path

Figure 5.31 Geometry of two rays close to the critical angle [51]

Nevertheless, the loss tangent of the material plays a key role at millimetre wave frequency
and has to be considered in real applications.

Designs based on these models shows that the gain can be regarded as a minimum of
16 dBi, for a gain times beamwidths product of approximately 27 000. Using the model as a
design method, further improvements may result from investigations into polyrods made from
low-loss, high-dielectric constant materials.
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L.ens Antennas

In the current context, lenses are made from low-loss dielectric materials that have a higher
dielectric constant than air. In general, at millimetre wave frequencies quasi-optical principles
can be applied to this type of antenna, as it works in a similar manner to electromagnetic
waves at millimetre wave frequencies. In optical terminology, the index of refraction # is used
in place of the dielectric constant ¢,:

n=./,
The wave impedance of the material can be obtained from the index of refraction [1]:

ny 377

7 =

L
& n

where the impedance of free space is taken as 377 ().

When waves encounter an impedance discontinuity they are partially transmitted and par-
tially reflected in a similar manner to transmission line impedance mismatches. Also, when the
radiation is incident at an angle other than perpendicular to the surface, refraction or bending
of light electromagnetic radiation occurs (Snell’s law). The “rays’ are bent towards the surface
normal when entering a medium with a higher dielectric constant, and towards the surface nor-
mal when going from a higher to a lower dielectric constant material. (This is generally known
as geometric optics.) This approach is fairly accurate for structures that are large compared to
the wavelength of the radiation.

Thus, when emerging from the second surface of a converging lens (which has a shaped
surface), the rays are bent once again. The lens is constructed with a curvature such that
rays incident at different points are bent by a different amount. Therefore, it can be seen
that the lens acts as a concentrator, gathering energy over an area and concentrating it to a
point.

For those unfamiliar with basic optics a brief description of the major features lenses will now
be given. Consider a convex (converging) lens where the source is a long way away (ideally
at infinity) so that the incident wavefront is planar, and with the incident rays perpendicular to
the major axis of the lens, as shown in Figure 6.1.

Millimetre Wave Antennas for Gigabit Wireless Communications Kao-Cheng Huang and David J. Edwards
© 2008 John Wiley & Sons, Ltd
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Figure 6.1 A converging lens focusing light from an infinite distance. The light converges at the focal
length, f, of the lens

The ray that hits the centre of the lens is exactly orthogonal to both of the lens surfaces at
this point, and therefore its direction is not changed. Rays that hit the lens at points off-centre
form an angle with the local surface normal. These rays will therefore be refracted. As can be
seen, the incident angle and thus the refraction angle changes with distance from the centre
(axis) of the lens. Rays at the edge of the lens will be bent the most. The result is that all the
rays are focused at a single point behind the lens. This point is called the focal point of the
lens and the distance from the lens to that point is known as the focal length. This description
is sufficient for thin lenses and higher-order aberration effects will not be considered at the
moment.

Another interesting point is that the waves that follow each ray have exactly the same path
length (Fermat’s principle), and therefore arrive “synchronised’ or in phase. The rays may
have different physical lengths, but the slower speed of light inside the lens (v = ¢/n) causes
a delay. For example, the ray that hits the centre point of the lens is delayed the most because it
travels through the thickest part of the lens. The rays that go through the lens near the edge are
delayed the least because they travel through the thinnest part of the lens. These rays, however,
travel the longest distance through air. Thus the delay through air plus the delay through the
lens is always the same for rays that arrive at the focal point. Therefore, these characteristics
can be applied to the development of lens antennas.

6.1 Luneberg Lens

When a multibeam lens employs an array of primary feed elements, the high number of primary
feed ports requires additional inputs or outputs in the beam selection switch. This of course
causes an increase in attenuation and can result in a loss of more than 1 dB per switch. A different
concept for this multibeam antenna approach was proposed by R. K. Luneberg in 1943 [2].
He proposed the principle of this lens for electromagnetic waves. The general principle is that
a sphere made of materials with a relative dielectric constant ¢, varies as the square of the
distance from the surface to the centre, and becomes a dielectric lens with foci lying on a
surface:

s =2— (r/R)*

where ¢, is relative dielectric constant, r is radius from the centre point and R is the outer
radius of the lens.
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This suggests that a single-lens antenna of this type is capable of receiving and transmitting
waves from, and in multiple directions, at the same time, providing that multiple feed elements
are provided at the focal surface. Luneberg did not have the opportunity to implement such an
antenna, as no suitable materials or manufacturing procedures were available at that time.

Radio waves refract, just like light, at the interface of two materials with different relative
dielectric constants. An electromagnetic wave entering at a focus on the surface is refracted at
each interface within the dielectric material sphere, as the relative dielectric constant changes
gradually from the surface to the centre, and is eventually emitted as a plane wave from the
opposite side of the sphere.

A hemispherical lens antenna is commonly used because of the difficulty of stabilising a
heavy sphere. Equivalent antenna characteristics can be obtained by placing a flat reflector on
the base. The design is illustrated in Figure 6.2.

Focus

Refleciing
plane

Figure 6.2 Luneberg lens and hemispherical lens [3]

This configuration offers a relatively low-profile solution, and this property makes the hemi-
sphere antenna particularly advantageous as a scanning antenna for network access points.
An example application is that of an antenna mounted on the ceiling of a railway coach which
is used to backhaul, via a satellite link, a wireless local area network used by passengers.
It is important to consider the layout as illustrated in Figure 6.3, where it can be seen that the
effective aperture height of the hemisphere with a reflecting plane can be up to twice that of a
conventional reflector antenna [4].

Figure 6.3 Hemisphere lens antenna
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Figure 6.3 also illustrates the approximate ray paths for the Luneburg lens case and hence
shows curved paths within the dielectric. For a layered structure comprising discrete shells the
rays would of course describe a series of straight lines within each shell. In Figure 6.3, the aper-
ture blockage by the feed could be avoided by tilting the ground plane and offsetting the feed
by a similar angle.

In a hemispherical lens with a ground plane, it should be realised that the electric field
comprises of that component which arises directly from the feed and lens, and that which is
reflected from the ground plane. The latter term contributes significantly to the main lobe of
a spherical lens while the former term constitutes a relatively small component. A continuous
radial variation in dielectric constant is difficult to achieve in practice and so lenses of this
type are usually constructed from a series of concentric shells; several design approaches have
been reported [4, 5].

A simplified version of a Luneberg lens comprising just two concentric layers, as shown in
Figure 6.4, can yield a useful improvement in aperture efficiency. A two-shell lens with feed
fixed at 8.2 A is also worth considering, where the outer radius r, can be fixed at 8 » and r;
allowed to vary. Much work has been done to achieve the design closest matching Luneburg’s
equation, and attempting to synthesise the necessary dielectric materials for each layer (e.g.
see Reference [5]). Now the use of readily available materials that have well-characterised
dielectric constants and, most importantly, low-loss tangents needs to be considered. This
design approach is reported in Reference [6] where the properties of single-layer and two-layer
lenses were investigated.

Figure 6.4 Two-layer lens geometry [3]

Different lens materials exhibit different optimum feed positions. It is observed that fused
silica, having a dielectric constant of 3.8, exhibits a paraxial focus point very close to the lens
outer edge ( for ¢, >4 the paraxial focus moves inside the lens outer radius [7]) and hence the
directivity reduces with increasing feed displacement in the radial direction.

There is no advantage in adding an outer layer to a fused silica core and only minimal
advantage in using low-dielectric constant foam as an outer layer, as this layer would need to be
very thin (~ A) to be beneficial, and hence difficult to fabricate. The best results were obtained
using a Rexolite inner core of radius 4.2 A and a polyethylene outer core, which realised 76 %
aperture efficiency. The optimal design can offer up to 36.0 dBi theoretical directivity [3].
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6.2 Hemispherical Lens

The hemispherical lens has a higher mechanical stability than the spherical lens. To fabricate
two-dimensional arrays using MMIC techniques, it is possible to have a lens-coupled patch
antenna configuration, as shown in Figure 6.5, which is very amenable to fabrication. It is
compact and has the advantage of being able to include additional integrated circuits. This is
particularly important in fabricating two-dimensional arrays [8, 9].

Hemispherical lens

und plane

MMIC

Figure 6.5 The configuration of a microstrip patch antenna

This array consists of two individual microstrip substrates separated by a (common) metal
ground plane. The antennas are printed on the first substrate (g,,) covered with the low-
loss dielectric lens (e,;). Each antenna is fed with a coupling slot [10, 11] from the MMIC
constructed on the lower substrate (g5) .The lower substrate offers an efficient space for
fabricating additional integrated circuits such as matching circuits, mixers, amplifiers and
interconnections. The antennas are isolated from these circuits by the ground plane.

Figure 6.6 shows the calculated radiation patterns of each individual antenna element in
Figure 6.5 [12]. The patch is separated from MMICs by two substrates and its size is subject
to the relative permittivity of the upper and lower substrates. Defining:

g = — 6.1)

as the ratio of the dielectric constant of the first substrate &, to the dielectric constant of the
lens ¢, both the patch length ¢ and the patch width b are:

a=b—= )\eff (6 2)
=b=- .
where the effective wavelength in the first substrate A is defined by:
A
hett = —— (6.3)

A/ Eeft
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Figure 6.6 The calculated radiation patterns of the microstrip patch antenna with a dielectric
hemisphere in Figure 6.5

and the effective dielectric constant of the first substrate e.;; is given by [13]:

1 -1 10h,\ "
Eeff = 8122+ + 8122 <1 + b 2> (6.4)

where /, is the thickness of the first substrate and b is the patch width [13]. If ¢,, equals ¢,, then
the ratio €, becomes one, an ideal radiation pattern that is almost symmetrical for both the E-
and H-planes can be realised. This pattern has neither sidelobes nor radiation in the horizontal
directions, and so offers low crosstalk and high beam coupling efficiency to the incident beam.
When ¢, does not equal one, an undesirable substrate mode is generated in the first substrate,
which affects the radiation and the impedance characteristics of the adjacent antennas in the
array [14].

The next consideration is related to antenna mounting. Different methods exist for mounting
a lens to a planar antenna. The classical way for mounting a lens is to use mechanical holders
[15]. However, these holders are heavy, expensive and introduce additional reflections, which
result in changes in the radiation pattern. One possible solution is to add a foam sandwich
layer between the lens and the patch itself. Since the foam has a dielectric constant close to
the air, it should not influence the performance of the antenna system. However, the multiple
glue layers, which had to be applied, influenced the performance of the lens at millimetre
wave frequencies. To overcome these problems, an “eggcup” type of lens can be constructed,
which has a small size and light weight. It is also easy to manufacture and therefore has a low
cost [16].

The cross-sectional view of the lens is shown in Figure 6.7. It consists of a quasi-lens, a
waveguide and a cavity. The lens can be designed using the geometric optics method. The cavity
and waveguide, also work as a lens supporter. To minimise the effect to the lens and the patch,
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both the cavity and waveguide should have a thin dielectric wall. These are all made from the
same dielectric material to maintain good impedance matching.

The cavity is designed to contain the resonant energy while the waveguide is designed to
transform and filter the required mode that passes through it (Figure 6.7). A further increase in
the cylinder diameter leads to multiple reflections within the cylinder and thus the performance
is degraded. For ease of manufacturing, a deviation is acceptable, from the calculated lens
contour within the cylindrical holder, by employing a flat surface which gives negligible
degradation in the performance (x point in Figure 6.7).

Dielectric
lens

Dielectric
waveguide

Cavity

Patch
<—Subsirate
£—Ground plane

Figure 6.7 Cross-sectional view of the lens. The dielectric structure consists of a parabolic type of lens
and waveguide with a cavity as the lens supporter. (Reproduced by permission of © 2006 IEEE [16])

The achieved half-power beamwidths for this arrangement are 20° in both the E-plane and
the H-plane. The first sidelobes are below 15dB. The measured and simulated gain of the
complete antenna is around 15 dB over the frequency range from 57 up to 63 GHz [15]. It
should be noted that dispersion losses and tolerances of the dielectric constant of the materials
may affect antenna performance at the end.

6.3 Extended Hemispherical Lens

An extended hemi-spherical lens is like a semi-elliptical lens and can focus a plane wave to a
point. Its principle is based on refraction at spherical surfaces (Figure 6.8). In physical optics,
only the tangential electric and magnetic fields at the lens interface between the dielectric
and free space are calculated. The Schelkunoff equivalence principle [17] is then applied to
substitute equivalent magnetic and electric currents for the surface magnetic and electric fields,
respectively, and the radiation patterns are then computed from these equivalent currents. This
is also known in optics as Babinet’s principle [17].
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Figure 6.8 Refraction at a spherical surface

A ray from an axial point S intersects the spherical surface at height /4 in Figure 6.8. After
refraction, the ray converges and intersects the axis at a point F. The optical path length between
points S and F can be expressed as:

nllo + nzll

=nv/R?+ (so + R)> — 2R(so+R) cos ¢ + ny/ R? + (s; — R)> — 2R (s, — R) cos ¢

where 7, is the index of the air and #n, is the index of the medium. Using Fermat’s principle
and paraxial approximation, the refraction at spherical surfaces is as follows:
n, ny ny, —ny

So S R

If point S is located at a position where s, >> s, (e.g. plane wave), the above equation can be
simplified to:

mommm Rom

S R S My
When R and n; are fixed, it is found that the lens with the higher index », (or higher dielectric
constant) will have a smaller converging length s,. This can be seen in Figure 6.9, showing three
extended hemispherical lenses with ¢, = 2, 4 and 12. The higher the permittivity, the smaller
is the antenna size. They can be implemented using a planar wafer. Extended hemispherical
lenses can be synthesised with an ellipse. It is shown in Reference [18] that the synthesised
ellipse presented better results for less than a 6 % decrease in the Gaussian coupling efficiency
at 500 GHz for a 6.8 mm silicon or quartz lens from a true elliptical lens.

The focal point can also be considered to be located at the second focus of the ellipse. The

shape of the extended hemispherical lens depends on the index of refraction of the lens used,
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Figure 6.9 An elliptical lens superimposed on an extended hemispherical lens for different
permittivities

and it is straightforward to derive the formula. The extended hemispherical lens has infinite
magnification since a spherically diverging beam from the focal point is transformed into a
plane wave. In antenna terms, this means any antenna placed at the focus of the extended
hemispherical lens will generate a far-field pattern, with a main beam that is diffraction limited
by the aperture of the extended hemispherical lens. The difference between these antennas then,
is in the sidelobe and cross polarisation levels. Since the patterns are diffraction limited by the
lens and therefore are very narrow, any increase in the sidelobe level can have a detrimental
effect on the overall efficiency of the system. The extended hemispherical lens is compatible
with small aperture imaging systems owing to its narrow diffraction-limited patterns and
should be placed near the minimum waist plane, where no phase errors are present in the
Gaussian beam. This is in contrast to the hyper-hemi-spherical lens, which should be placed in
a converging beam (i.e. with an appropriate phase error) for maximum coupling to an optical
system.

When parallel rays entering a lens do not come to focus at a point, it is said that the lens has
an aberration. As can be seen in Figure 6.10, if light enters too large a region of a spherical
surface, the focal points are spread out at the back. This is called spherical aberration. One
solution for spherical aberration is to make sure that the diameter of any spherical lens is small
in comparison to the radius of curvature of the lens surface.

Figure 6.10 Spherical aberration
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For ease of fabrication of an extended hemi-spherical lens, the dimensions are chosen to
approximate to the desired focusing properties of an elliptical lens with a feed located at one
of its foci:

b= R.e.(e. — 1)

d=bye
L=d+b—R

where R is the lens radius at the maximum waist, b is the major semi-axis of elliptical curvature,
d is the cylindrical extension length for an elliptical lens and L is the total combined cylindrical
extension for the extended hemispherical approximation.

Figure 6.11 shows a cross-sectional view of the proximity-coupled microstrip patch-lens
configuration. Here a microstrip line parasitically excites a rectangular microstrip patch. Above
the patch is a dielectric lens terminating a cylindrical cross-section of length L and radius
R(R = a)(an extended lens). The lens is fabricated as an ellipsoidal lens to maximise the
directivity [19]. As mentioned previously, to ensure that no power is lost to surface waves,
the dielectric constant of the grounded substrate for the feed line, (the layer on which the
microstrip patch is etched and the material for the lens) must have the same permittivity. As a
further option, consideration can be given to a proximity-coupled patch antenna on an extended
hemispherical dielectric lens for millimetre wave applications (Figure 6.11). This configuration
has several advantages over the conventional microstrip antenna lens arrangements.

d->

Patch antenna  Lens

Figure 6.11 Cross-sectional view of the proximity-coupled patch lens antenna [22]



EXTENDED HEMISPHERICAL LENS 155

Firstly, no surface wave losses will be found associated with the feed network if the same
dielectric constant materials are used for the multilayered patch configuration and the lens
(as opposed to the aperture-coupled configurations in References [20] and [21]). Using a
proximity-coupled patch configuration yields greater bandwidths than a direct contact fed
patch lens without degrading the front-to-back ratio of the antenna, unlike the case of aperture-
coupled patches [20, 21] or printed slot versions [19-28]. Non-contact feeding techniques,
such as proximity coupling, also tend to have lower cross polarisation levels than direct contact
excitation methods [29].

As a further point, low-cost, low-dielectric-constant materials, such as polyethylene, can be
used without degradation of the front-to-back ratio, unlike a slot configuration [21, 25-28].
In the case of the proximity coupled patch antenna, this immunity to parasitic radiation is
compromised [19].

The size of a lens should ensure that the lens surface is located in the far field of the printed
feed radiation pattern for both the “first-order” rays, which have a single point of intercept
with the lens surface as shown in Figure 6.12, and the internally reflected rays, called “second-
order” rays. A lens with a radius of 12.5 mm and a permittivity of 12.0 can be used as a starting
point for a 60 GHz scale model [22].

First-order
rays

First-order
rays

Maximum
waist
Internal
reflected rays

Figure 6.12 Dielectric lens modelling: two-dimensional ray tracing for an elliptical lens, with second-
order internally reflected rays. (Reproduced by permission of © 2006 IEEE [30])

As can be seen in Figure 6.12, the lens collimating property is only effective over its convex
surface above the plane of its maximum waist. Geometric optics analysis reveals that feed
radiation intercepting the lens surface below the maximum waist, at the surface of a cylindrical
extension, is not collimated, but rather propagates laterally in undesired directions. For this
reason, the most efficient feed architectures for use with lens antennas should be designed to
minimise radiation in lateral directions along the ground plane. Such lateral radiation can also
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be found for other feed architectures, such as the conventional dual-slot feed [23] and the twin
arc-slot design [24].

The behaviour modelling of this antenna can be simplified by assuming that the radius
and length of the extended lens are significantly greater than the dimensions of the patch
antenna. Doing so allows the microstrip antenna to be represented as if it were mounted in an
infinite half-space of dielectric constant ¢, which greatly simplifies the analysis required. This
assumption has been used in several publications [21, 28] to model an aperture-coupled patch
lens antenna.

In order to determine the radiation performance of the lens antenna, the radiation pattern
emanated by the patch in the dielectric lens can be calculated from the currents on the patch [31].
This radiation will illuminate the spherical surface of the lens. The far field can be computed
based on the equivalent surface electric current density and the equivalent surface magnetic
current density on the spherical surface of the lens [21].

When the cost of the lens is a concern, ultra-high-density polyethylene such as Rexolite can
be used for the lens material, which is easy to machine and exhibits low loss at millimetre
wave frequencies [32]. Applying the design method in Reference [21] to Rexolite material
(e, = 2.35), the length of lens is 64 mm and the radius 50 mm for operation centred at 60 GHz.
For substrate A in Figure 6.13 it is preferable for it to have the same permittivity as the lens to
minimise the surface wave losses. The design methodology for a proximity-coupled patch in
this environment is similar to that when mounted in free space [33, 34]. Thus, for a given set
of dielectric materials, the resonant frequency is governed by the length of the patch, and the
impedance at resonance is controlled by the offset of the terminated feedline from the centre
of the patch. Since a low dielectric constant material was used it was deemed unnecessary to
coat the lens with an anti-reflection layer [35].

Patch

_——— Dual slot

Substrate A

—

Figure 6.13 Layout for the aperture feed ellipsoidal substrate lens

Substrate B |__— Feedline
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A general schematic diagram of the single-beam substrate lens antenna is shown in
Figure 6.13. The lens is made of Rexolite, a low-cost plastic material.

For generating diffraction-limited patterns, an ellipsoidal lens (x?/a®> + y*/a* + 22/b* = 1)
is chosen, with a = b+/(¢, — 1)/e,, where a and b are the minor and major axes of the
ellipsoidal lens, respectively, as shown in Figure 6.13. However, the extension length beyond
the major axis is cylindrical instead of elliptical to facilitate the machining process. According
to geometrical optics, the length of the cylindrical extension layer should be equal to /. /¢, in
order to generate parallel rays through the lens when the feed antenna is located on the axis at
the far focal point of the ellipsoidal lens. The radiating element used to feed the lens is realised
by an aperture-coupled circular polarisation (CP) patch antenna (Figure 6.13).

The feed line of the antenna is built on a high-permittivity substrate B and the patch antenna
is printed on a low-permittivity substrate A, which is close to the permittivity of the Rexolite
lens. These choices for the substrate are made to increase the bandwidth, as well as to reduce
the parasitic radiation losses due to the feed network.

The main advantage of this aperture-coupled patch antenna is that the feeding network and
the radiating element are well separated by a ground plane and, thus, the patterns are immune
to parasitic radiation [36-38]. Also, the ground plane yields an increased front-to-back (F/B)
ratio, which is important since low-permittivity materials are used. Another advantage is that
the single line feed structure is well suited for integrated circuit (IC) applications.

If circular polarisation is needed, it can be generated by means of a circular-polarised patch
or a cross-shaped slot in the ground plane, which excites two orthogonal modes in a nearly
square patch [39]. In particular, the cross-aperture-coupled structure was reported to yield a
significant improvement to the CPbandwidth [39]. Research shows that the circular polarisation
properties of the structure are robust enough to withstand manufacturing tolerances.

For a silicon lens (g, = 11.7) without a matching layer, a typical reflection loss of 1.5dB
is reported in Reference [40], which implies that 30 % of the power is reflected at the lens/air
interface. In fact, these reflected rays are not lost, but eventually come out after multiple
reflections inside the lens, reducing the directivity and contributing to the final radiation
pattern.

6.4 Off-Axis Extended Hemispherical Lens

The dielectric lens also provides mechanical rigidity and thermal stability, and has been used
extensively in millimetre and submillimetre wave receivers [41-47]. In Section 6.3, it has been
mentioned that if the dielectric lens has the same dielectric constant as the planar antenna wafer,
then substrate modes can be eliminated [48]. In addition, antennas placed on dielectric lenses
tend to radiate most of their power into the lens side, making the pattern unidirectional on high-
dielectric constant lenses. The ratio of powers between the dielectric and air is approximately
&3/ for elementary slot and dipole-type antennas [48], where ¢, is the relative dielectric constant
of the lens.

Research works [41, 42, 49] have shown that the directivity of the substrate lens can be
controlled by changing the extension length L, as defined in Figure 6.14. In particular, as the
extension length increases from the hyperhemispherical length R/n (where R is the radius and
n is the index of refraction of the lens), the directivity increases until it reaches a maximum
diffraction-limited value.
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Figure 6.14 A simplified linear imaging array on an extended hemispherical dielectric lens coupled to
an objective lens. (Reproduced by permission of © 1997 IEEE [27])

While the directivity increases at higher extension lengths, the pattern-to-pattern coupling value
to a fundamental Gaussian beam (Gaussicity) decreases [41]. A Gaussian beam propagating
along the z axis as in Figure 6.15, produces a propagating field as:

Eo [ —ikr? ]
E = — exp -
zZ—]2 2(z —jzo)

where r = (x* 4+ 1*)"/? and E, is a constant.

Amplitude

AN

v

Figure 6.15 Gaussian beam amplitude variations versus distance to the axis follow a Gaussian law,

the width of which increases with z while its amplitude decreases with z. (Reproduced by permission of
© 1997 IEEE)
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Since the double-slot antenna used in Figure 6.13 launches a nearly perfect fundamental
Gaussian beam into the dielectric lens, the “Gaussicity” can also be thought of as a measure
of the aberrations introduced by the lens.

When extension lengths are up to the hyperhemispherical position, the Gaussicity is nearly
100 % since the hyper-hemi-spherical lens is aplanatic, implying the absence of spherical
aberrations, and satisfies the sine condition, which guarantees the absence of a circular coma
[50]. As the extension length L increases past R/n, the Gaussicity continuously decreases,
which implies the introduction of more and more aberrations. Research results show that for an
“intermediate position” between the hyper-hemi-spherical and diffraction-limited extension
lengths (e.g. L/ R =0.32to 0.35 for a silicon lens) the Gaussicity decreases by a small amount
(< 10 %), while the directivity is close to the diffraction-limited value [41, 49]. The choice of
an “intermediate position” extension length has resulted in state-of-the-art receivers at 90 and
250 GHz [44, 45, 51].

Figure 6.14 shows the off-axis performance of extended hemispherical dielectric lenses.
A ray optics/field-integration formulation in Reference [41] can be used to find the solutions
for the radiation patterns and Gaussian coupling efficiencies. Briefly, the radiation of the feed
antenna is ray traced to find the fields immediately exterior to the lens surface. For a given ray,
the fields are decomposed into TE/TM components at the lens/air interface, and the appropriate
transmission formulas are used for each mode. The equivalent electric and magnetic currents
are found directly from the fields, and a standard diffraction integral results in the far-field lens
patterns [52].

In most applications the dielectric lens will be coupled with a quasi-optical system, and
Figure 6.14 shows the dielectric lens coupled to an objective lens. If the Gaussian beams
emanating from the dielectric lens are well characterised, then these beams can easily be
traced through a quasi-optical system [41] or, for greater accuracy, the patterns emanating
from the dielectric lens could be used with electromagnetic (EM) ray-tracing techniques to
find the fields across the aperture of the objective lens. Then a Fourier transform will yield the
far-field patterns from the objective lens/dielectric lens system.

Any antenna that illuminates the lens surface with a nearly symmetrical, constant phase beam
will produce similar results. The black circle in Figure 6.14 represents a radiation element such
as the dipole in Figure 6.16 or the dual slot in Figure 6.13. The array radiation can be calculated
by assuming a sinusoidal magnetic current distribution on the dipole/slot and by using an array
factor in the E-plane direction [53]. The dimensions of the double-slot antenna are of a length
0.28 A,;; and a spacing of 0.16 X, for a silicon lens with ¢, = 11.7. The dimensions can be
scaled to other dielectric materials using the square root of the dielectric constant.

The wavelength of the sinusoidal magnetic current distribution in the slot is approximately
the geometric mean wavelength given by A,, = X¢/.,/€,,, where ¢,, = (1 + ¢,)/2 [54]. If the
double-slot antennas produce a radiation pattern which is 98 % Gaussian, the dielectric lens
should also have a similar radiation pattern unless aberrations are introduced by the lens. Note
that the patterns radiated to the air side are broader and contain 9.0 % of the total radiated
power for a silicon lens. The theoretical technique for analysing the lens radiation patterns is
an expanded version of the electromagnetic ray-tracing technique presented in Reference [41].

The lens antenna can be used to launch multiple beams, by printing a multi-element under the
base of the lens [37, 40, 55]. As can be seen in Figure 6.17, an array at the back of the lens is used
to provide efficient coverage. The scan angle depends on the off-axis displacement X/a, where
X is the off-axis distance in Figure 6.17 and a is the minor axis of the designed ellipsoidal lens.
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Figure 6.16 The dipole feed lens geometry used for the off-axis theoretical computations
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Figure 6.17 Multiple-beam launching through the substrate lens antenna [22]
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For wireless communications, one of the most important features for multiple-beam antennas
is scan coverage. As demonstrated in Reference [40], the off-axis total internal reflection loss
is the limiting factor in the design of larger multiple-beam arrays on substrate lenses. For the
present CP design, another possible limitation is off-axis depolarisation.

The peak directivity drops quickly as off-axis displacement increases. In order to launch
beams with equal radiation power density and reduce reflection losses, the effect of the exten-
sion length L has been numerically investigated [22], and the optimum position has been found
to lie around L ~ a/,/e,. This seems to correspond to the “intermediate’’position previously
observed for extended hyperhemispherical lenses [40, 56].

6.5 Planar Lens Array

In many applications an RF receiver or transmitter element must be coupled with one or more
antennas to focus or distribute RF power. At microwave frequencies, diode and transistor ele-
ments have been successfully integrated with photolithographically produced planar antennas.
However, at millimetre and submillimetre wavelengths there are three major challenges to
many of these lower frequency structures:

1. If the antenna is integrated on a substrate with a dielectric constant greater than 1, unless
it is very thin (< 0.1 wavelength), much of the radiated power will flow into modes in the
substrate rather than into modes in the air [57].

2. Many planar antennas have low directivity and therefore require very fast optics (low f
number) for beam shaping and matching to higher gain systems.

3. Most planar antennas have little or no tuning capability, making matching to the transmit
or receive element difficult.

For the moment there does not seem to be an easy way of incorporating millimetre wave
adjustable tuning elements into planar antenna structures at submillimetre wavelengths, so it
is essential that the antenna itself be well matched to the non-linear device at its terminals over
the desired operating band.

The design described in this section combines the features of the dielectric lens antenna in the
array configuration and is called the “discrete lens array (DLA)”. It has multiple beams with a
single spatial feed and can be designed to have dual linear polarization. The lens array is made
using standard printed circuit technology and is light weight [58]. As shown in Figure 6.18, a
standard N-element antenna array followed by a feed network is replaced by a discrete lens
array in which N array element pairs perform a Fourier transform operation on the incoming
wave front, and M receivers are placed on a focal surface (when M is smaller than N). The
lens array can include integrated amplifiers in each element.

The unit element of the lens array consists of two antennas, interconnected with a delay line.
The length of the delay varies across the array, such that an incident plane wave is focused on
to a focal point in the near field on the feed side of the array, as in Figure 6.18. Plane waves
incident from different directions are focused on to different points on the focal surface, where
receiving antennas and circuitry are placed to sample the image, which is a discrete Fourier
transform of the incoming wave front. The discrete lens posesses improved focusing properties
over some dielectric lenses and reflector antennas, as it can be designed for low sidelobe levels
at large pointing angles.
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Figure 6.18 The schematic of a lens antenna array. The coupling between the transmission lines on
the two sides is accomplished through resonant slots in the common ground plane. The orientation of the
patches allows isolation between the two sides of the lens; each frequency is received on the feed side
with one polarisation and is radiated from the other side of the lens in the orthogonal polarisation [59]

When multiple receivers correspond to multiple antenna radiation pattern beams, this enables
beam-steering and beamforming with no microwave phase shifters. In a multipath environment,
each of the reflected waves is focused on to a different receiver, giving angle diversity. Likewise,
when transmitters are placed at feed points on the focal surface, multiple beams are radiated,
since the lens is linear and superposition of the beams applies. Discrete lenses allow the
presence of several simultaneous beams at different angles, with a simpler feed structure than
phased arrays.

For the discrete lens, there are two arrays of antennas with transmission lines connecting each
radiating element between the two sides. One side is called the radiating side and generates
the far-field pattern of the lens, while the other side, called the feed side, faces the feeds. The
transmission lines are of different electrical lengths for each element; the larger delay at the
central element with respect to the external ones mimics an optical lens, thicker in the centre
and thinner in the periphery. Together with the electrical lengths of the lines, the positions of
the array elements on the feed side also determines the focusing properties of the lens. This
allows for a design with up to two perfect focal points lying on a focal arc or with a cone of best
focus [60]. The two degrees of freedom are in the positions of the elements on the feed side
and the electrical lengths of the transmission lines connecting the two sides. The main design
constraint is the equality of the path length from the feed to each element on the radiating side
of the lens.

The position of the elements on the radiating side dictates the features of the far-field radiation
pattern as with a traditional array; the spacing and type of elements are chosen to satisfy the
radiation specifications such as grating lobes, sidelobes and beamwidth.

Several feed antennas placed on this focal arc spatially feed the lens, generating a beam in
each different direction. Such a feature inherently allows the presence of several independently
controlled simultaneous beams. Figure 6.19 shows a schematic of a planar lens with several
feeds at different angles with respect to the “optical axis’ of the system. The feed positioned
on the focal arc at an angle ¢ generates a radiation pattern with the main beam at an angle ¢,
in the far field of the planar lens.
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Figure 6.19 Schematic of a planar discrete lens array with several independent feeds on its focal
arc. Each feed controls a radiation pattern with the main beam pointing at a different angle off the
boresight

The use of a lens array in place of a phased array in multibeam applications presents several
advantages arising from the spatial feed concept. The spatial feed allows a multibeam config-
uration with only minor modifications in the system design, avoiding the high complexity of
a feed network.

A phased array in this application would require a multilayer feed structure such as a Butler
matrix [61]. Phased array feed networks also have bandwidth limitations due to the phase
shifters and their impedance-matching requirements, while the bandwidth of a lens array is
limited only by their antenna elements.

Assuming the same power is radiated in the far field for both a phased array and a lens array,
the input power requirements for a phased array (PA) with a corporate feed network can be
calculated by considering the losses of transmission lines, power dividers and phase shifters,
whereas the input power requirements for a discrete planar lens array (LA) can be calculated
by considering the losses of transmission lines, path loss and spill-over. Figure 6.20 shows the
comparison of these two antennas. More details can be found in Reference [62].

In particular, the main loss in a phased array is due to the power dividers used in the
corporate feed network, resulting in dependence on the number of elements, while the main
loss in a discrete lens is due to path losses in free space, which increase only negligibly with
the lens size. Moreover, a planar lens accomplishes the same functions as a dielectric lens
in principle, but presents some advantages. Planar lenses are fabricated using standard PCB
technology, making them lightweight, easy to manufacture and easy to optimise for large scan
angles [63]. Unlike a dielectric lens, input and output polarisations are a design parameter
for planar discrete lenses, allowing different polarisations on the feed and radiating sides
of the array.

The planar lens described here is a one degree-of-freedom lens, designed for one perfect
focal point on the optical axis. The position of the elements on the feed side are the same as
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Figure 6.20 Power requirements as a function of the number of elements for phased arrays (PAs) and
discrete planar lens arrays (LAs). Together with the total amount of power required to give an equivalent
performance, individual contributions to both systems are also illustrated [62]

for the radiating side, leaving the length of the transmission lines connecting the elements as
the only design parameter for the focusing properties. The lens has dual-polarisation, dual-
frequency patch antenna elements on both sides of a rectangular lattice, with a separation of
three-quarters to one free space wavelength between the elements.

A lens array antenna with a multibeam can reduce the multipath fading effect. To measure
its performance, the lens is placed in a simple controllable multipath environment consisting
of a single metal reflector in an anechoic chamber, as shown in Figure 6.21. The reflector is
translated in the x direction over three free space wavelengths. The position of the reflector is
tuned so that at x =0, the reflected wave from the transmitting horn falls into the second null
of the lens antenna pattern for a receiver on the line-of-sight axis.
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Figure 6.21 Multipath measurement environment [59]

6.6 Metal Plate Lens Antennas

Metal plate lens antennas, also referred to as artificial lens, are attractive and provide some
additional gain as dielectric lens. An artifical lens consists of stacked parallel-plate waveguides
filled with some low-loss dielectric-like foam. The distance between the plates is chosen to
minimise ohmic losses and ensure TE; mode operation.
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Since the equivalent local refractive index of the waveguides is less than one, each plays
a role to increase the phase velocity of the wave propagating through it. The metal plate
lens operates by imparting to the waves an increased phase velocity rather than the slower
velocity of a dielectric lens described in Sections 6.1 to 6.5. This is due to the fact that
electromagnetic waves confined in waveguides, assume a wavelength and phase velocity that
are greater than those of free space [64]. This property is acquired by waves confined between
parallel conducting plates. The electric field vector is transverse and parallel to the plates.
These are spaced apart by a distance e, which should be larger than one half-wavelength and
smaller than one wavelength. This condition is required to produce a medium with an refractive
index less than unity and the TE, single-mode propagation. With such a mode of propagation
constrained focusing lens can be produced. This antenna must have a particular profile to
transform a spherical wave to a plane wave at the output side.

To design the antenna, the index of refraction of such a lens [65] must first be evaluated:

| A
2e. /e,

where e is the spacing between the metal plates and &, is the permittivity of the dielec-
tric between the plates (foam in this case). The value of e depends on a choice that gives
minimum metal and dielectric losses. Once # is fixed, a plane wave needs to be provided
at the output side of the antenna. The plane wave is used in order to avoid phase errors
(aberrations) in the radiation pattern. These errors are responsible for high sidelobe levels,
thereby producing false detections in the application considered here. The focusing system
can be optimised using the geometrical optic (GO). This approach consists of cancelling the
phase or the electrical path length between a general ray and the central ray. The range of
the design lies between £15° (see Figure 6.22). Consequently, the resultant lens can oper-
ate with two feed positions (£15°). For the feed placed at 0°, a better focus can be obtained
by varying the distances between the plates. The inner profile of the lens is an ellipse with
two foci on £15°. The outer profile is also an ellipse shifted by d, (central thickness) from
the inner one.

Figure 6.22 Lens made from multiple metal plates [66]
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The focal length is governed by geometry and can be obtained from the beamwidth # and

desired lens diameter D as:
D

B Ztan (WE-plane/z)

The gain can be found as:
G = 10log,,(4.54., 4,,) dB over the dipole

where A4,, is the aperture dimension in wavelengths in the E-plane, and A4, is the aperture
dimension in wavelengths in the H-plane.

In addition to the geometrical optic method, it is also possible to design a metal plate
lens based on Maxwell’s equations and co-ordinate transformation. In this case, the lens is
considered as a medium with discontinuities described by Dirac delta functions.

The metal lens is smaller than equivalent metal reflecting antennas. Also, these types of
lens can focus in both the E- and H-planes. Finally, the lens is adaptable to the requirements
of different dimensions and different specifications. Because of its compatibility with planar
technology that can be used for a primary source, an artificial lens in foam technology has
been found to have good potential for a low-cost solution [67].
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7

Multiple Antennas

Multiple antennas play a key role at millimetre waves as they can either increase antenna gain or
improve antenna diversity. Additionally, multiple antennas can be operated either to maximise
the channel throughput (capacity) or to maintain the robustness of the link. At lower frequencies,
multiple antennas operating as an array can be used to construct one composite beam so that
the elements are in fact electromagnetically coupled to form a single wavefront. By this means
a higher gain and directivity can be achieved. By decoupling the antenna elements, multiple
beams can be formed so that the array acts to support many different beams or look directions.
In this case the beams can be configured either to support multiple communications channels
(multiple-input multiple-output, or MIMO), to increase the capacity or to support multiple
copies of the same information stream to enhance the robustness of the link (diversity). Coding
schemes can also be applied to these arrays and such research [1] is a major area for future
communications development [2]. The way in which the antenna is driven at the logical layer
is not the primary concern in this text, but instead concentrates on the electromagnetic aspects
of the devices. The reader is referred to texts that deal with the signal processing aspects
of multiple antenna systems [3]. This section therefore first introduces 60 GHz multibeam
antennas, which can be used to increase antenna diversity (link robustness/multiple channels),
especially in an indoor environment. Next, the antenna array design is discussed. Then, three
types of millimetre wave array are described: the printed array, the waveguide array and the
leaky-wave array. Finally, mutual coupling between antenna elements is analysed for design
consideration purposes.

7.1 The 60 GHz Multibeam Antenna

In a multipath environment, antennas with a narrow beam can be used to reduce the number
of multipath signals and therefore to minimise the root-mean-square delay spreads. Moreover,
a narrow-beam antenna has a high directivity that directs or confines the power or reception
in a given direction and thus extends the communication range. Furthermore, the gain of the
antennas can partly reduce the required gain of millimetre wave power amplifiers, by supplying
more captured power to the output terminals of the antenna, so the power consumption in
millimetre wave circuitry will potentially be reduced.

Millimetre Wave Antennas for Gigabit Wireless Communications Kao-Cheng Huang and David J. Edwards
© 2008 John Wiley & Sons, Ltd
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Conventional millimetre wave links can be classified based on whether or not an unin-
terrupted line-of-sight (LOS) is established between the transmitter and receiver. For indoor
applications, non-line-of-sight (NLOS) scenarios, also called “diffuse links”, are very com-
mon [5]. Conventional millimetre wave communication systems, whether LOS or NLOS,
mostly employ a single antenna. This section describes a way to improve the performance by
using a multibeam directional array, which utilises multiple elements that are pointed in differ-
ent directions [5]. Such an angle-diversity antenna array can have an overall high directivity
and large information capacity.

The concept also offers the possibility of reducing the effects of co-channel interference and
multipath distortion, because the unwanted signals are angularly filtered out (by the individual
narrow beams). The multibeam antenna array can be implemented using multiple dielectric rods
that are oriented in different directions. A conventional rod antenna is fed by waveguides [6],
an arrangement that is too bulky for the particular array structure under consideration here.
The more attractive approach for the dielectric rod configuration uses a patch-fed method [7]
to make a rod array, which has the advantage that it can be integrated with a variety of planar
circuits.

The geometry of the antenna array is shown in Figure 7.1. The central rod antenna (1) is in
an upright direction, which is perpendicular to the plane of the patches, while the other rods (2,
3,4,5, 6 and 7) are tilted with a polar angle () of 40° relative to the surface normal, towards
the plane of the patches. The tilted antennas are rotated with respect to the central rod and
have an azimuthal angular spacing (A®) of 60°. Seven rod antennas are mounted on a metal
plate with corresponding feeds. Each rod has a different angular radiation coverage. When
the antennas cover a given spatial area, each rod covers a nominally non-overlapping cell in a
similar arrangement to a cellular system, as shown in Figure 7.1 (c).

The centre frequency of the antenna described here is designed for 60 GHz. As shown in
Figure 7.2, the rods are made of Teflon® with a 3 mm diameter cylindrical base. The upper
part of the rod is tapered linearly to a terminal aperture of a 0.6 mm diameter to reduce minor
lobes in the radiation pattern. The total height of the central rod antenna is 20 mm to ensure a
high antenna gain. The diameter of the central rod (1) antenna is designed to be 3 mm. Each
rod antenna is designed to have a 40° half-power beamwidth. The whole radiation of seven-rod
antennas therefore covers a polar angle of approximately 60° with respect to the z axis, which
is the axis perpendicular to the plane of the patches.

The fields at the rod surfaces are derived using equivalent electric and magnetic current
sheets, and the radiation field is simulated from these currents. The relative electric field pattern
E as a function of the polar angle 6 from the axis is derived by the following formula [7]:

E©) = (sin ®)/® (7.1)

where ® = H,m(cosf — 1) — 0.5m and H, is the height of the rod in free space wavelengths.

The tapered rod can be treated as an impedance transformer, and reduces the reflection that
would be caused by an abrupt discontinuity [8]. The rods are fed by patches on low-temperature
co-fired ceramic (LTCC) substrates (see Chapter 9) [9, 10]. The patch-fed method can adapt
rod antennas to most planar circuits. It firstly saves feeding space, and also brings more design
flexibility to the array structure. Additionally, it also increases the directivity and bandwidth
of conventional patch antennas.

The patches are either circular or elliptical in shape to match the base of the rods. The
patches are individually energised by probes connected to coaxial connectors. The probe feed



THE 60 GHZ MULTIBEAM ANTENNA 173
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Figure 7.1 (a) Geometry and (b) top view of a seven-rod antenna. (c) Radiation coverage in a hexagonal
configuration. (Reproduced by permission of © 2006 IEEE [4])

can provide smaller sidelobes in comparison with microstripline feeds, because the coupling
between the antennas and the feeding lines is limited by the ground plane.

The performance of the above antennas was simulated using CST Microwave Studio, which
is a simulator based on the finite integration time-domain method. The spacing between



174 MULTIPLE ANTENNAS

A
20mm | 40°

s Lottt

6mm “——— Connector

Figure 7.2 Side view of the rod antennas. (Reproduced by permission of © 2006 IEEE [4])
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Figure 7.3 Measured S parameters for the upright rod,1 (S11), one of the tilted rods 2 (S22) and their
mutual coupling (S21). (Reproduced by permission of © 2006 IEEE [4])

adjacent rods is set to 6 mm to allow enough space between test connectors. As can be seen
in Figure 7.3, the antenna can be operated from 55 to 65 GHz with a return loss of about
—23dB. Rod antennas show a broad impedance bandwidth and are suitable for wireless per-
sonal area networks such as IEEE 802.15.3c related applications [11]. The couplings between
adjacent rods (e.g. 1 and 2; 3 and 2) were measured to be approximately —40 dB. Because of
the symmetric configuration, any two pairs of rods with the same relative spacing have similar
coupling coefficients. Appropriate grounding of the conducting plate is important to reduce
coupling due to surface-wave propagation.
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The 60 GHz radiation pattern is shown in a Cartesian plot in Figure 7.4. It depicts the 60 GHz
radiation pattern of the upright rod 1 and a tilted rod 3 at & = 0° to the plane. The main beam
is in the direction of # =0° and —40° for the upright rod and the tilted rod, respectively. It is
shown that the maximum gain of rod 3 is radiated in the same direction as the physical axis of
the rod. The upright rod has a half-power beamwidth at & = — 20°, while the tilted rod has a
half-power beamwidth between 6 = —14° and —53°. Because of the asymmetric shape of the
tilted rod, one side has a longer height than the other. The side with the long height can radiate
and receive more energy than the short side. Thus, its radiation pattern is asymmetric, as shown
in Figure 7.4. The curves are normalised to the pattern of the upright rod to show the relative
power. For the tilted rod, there is a sidelobe at 13° with a level of about —8.5 dB. Measurement
results for the proposed antennas were obtained to confirm the theoretical predictions.

Relative Gain (dB)

. -30

—35-
Theta (deg)

Figure 7.4 Simulated (--) and measured (-*-) radiation patterns at phi = 0° plane as a function of the
elevation angle at 60 GHz when the main beam is in the direction of theta =0° and —40°, respectively.
These curves are normalised to that of the central rod 1. (Reproduced by permission of © 2006 IEEE [4])

The frequency response was measured by a comparison method with a V-band standard
horn antenna. As can be seen in Figure 7.5, it is observed that average antenna gains of about
11.5 and 9.8 dBi were measured at between 57 and 65 GHz for the upright rod and the tilted
rods, respectively. The 3 dB bandwidth of both the upright antenna and the tilted antenna are
approximately 19 % of the centre frequency, which is higher than the 11 % bandwidth reported
in Reference [12]. By comparing the measured antenna gain and the directivity, the radiation
efficiency of the implemented prototype is estimated to be 80 and 73 % for the upright rod
and the tilted rods, respectively, while the aperture efficiency is 74 and 57 %, respectively.
Note that the main beam, to a good approximation, circularly symmetric in its half-power
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Figure 7.5 Maximum gain of the upright rod (solid line) and tilted rod (dashed line) between 57 and
65 GHz. (Reproduced by permission of © 2006 IEEE [4])

beamwidth region, and therefore the inter-element angle spacing ensures a 3 dB radiation
pattern overlapping in any principal cut in the azimuthal plane.

7.2 Antenna Arrays

Antenna arrays are used to direct radiated power towards a desired target. The number, geo-
metrical arrangement and relative amplitudes and phases of the array elements determine the
angular pattern that is synthesised. In general, the pattern of a one-dimensional array with an
n-element is represented by the complex equation:

R = Xw, exp(jkd,)

where w, is the complex excitation, £ = 27/A and d, is the element spacing; the inner product
shows the angular variation between k and d,. By varying this phase shift, the beam position
can be scanned.

There are three basic methods that are commonly used to design a high gain, sharp beam
array:

1. Theuniform array. This means that all the (closely spaced) elements have the same amplitude
and phase weight (excitation). Such a configuration has a very narrow mainlobe as well as
a very high sidelobe. For an eight-element array, the amplitude weight can be written as:

WN:S = [19 1’ 11 17 1’ 17 1’ 1]
2. The binomial array [13]. The weights of an N-element array are the binomial coefficients:

(N —1)!

A - 0L N

For an eight-element array the amplitude weight can be written as:
Wy_s =11,7,21,35,35,21,7, 1]

Such a configuration has a wide mainlobe but very low sidelobes in its radiation pattern.



ANTENNA ARRAYS 177

3. The Dolph—Chebyshev array [13]. The weights of an N-element array are defined by the
Chebyshev polynomial of degree N — 1 [13]:

(=D 'cosh[(N — 1)arccos h|x|], x < —1
wy(Y) = Ty_1(x) = { cos[(N — 1)arccos x] x| <1
cosh[(N — 1) arccos Ax] x> 1

This configuration achieves a compromise between mainlobe width and sidelobe attenu-
ation. For a given minimum sidelobe level, the narrowest possible mainlobe width can be
designed using this Dolph—Chebyshev array.

This section will mainly focus on the uniform array, which is simple to implement at mil-
limetre waves. The radiation pattern of such an array can be treated as a multiplication of the
radiation pattern of a single element with an array factor. This can be expressed as:

Rarray = A Rsingle

where R, is the radiation function of an array, Rgyg. is the radiation function of a single
element and A is the array factor. An array of identical antennas can modify the single-antenna
radiation function by this array factor, which incorporates all the translational phase shifts and
relative weighting coefficients of the array elements.

For a uniformly spaced one-dimensional array along the xaxis (see Figure 7.6), the array
factor can be written as:

A(Q, ¢) — Zanej/mdsinecos¢ (72)

where 7 is the number of elements, a, is the amplitude of the nth element, & is the wave vector
and d is the distance between the elements. For the x axis array, the azimuthal angle varies
over — < ¢ < m, but the array response is symmetric in ¢ and can be evaluated only for
0 < ¢ < m. By defining a variable digital wavenumber = d sin 6 cos ¢, the array factor
(7.2) can be rewritten as:

AG) =) e

A(Y) is periodic in ¢ with period 2, and therefore it is sufficient to know it to within one
Nyquist interval, i.e. —7r < < 7.

Figure 7.6 A typical array configuration along the x axis
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However, in the xy plane, as the azimuthal angle ¢ varies from O to 7, the term i varies
from kd to —kd. Thus the overall range of variation of ¥ is —kd < W < kd. This range is also
called the “visible region”. Depending on the distance between elements d, the visible region
can be larger than, equal to or smaller than one Nyquist interval:

d=Ar/2 — kd=w — =2m (equal to Nyquist)
d<)/2 — kd<m — <2 (smaller than Nyquist)
d>1/2 — kd>w — > 2w (larger than Nyquist)

In the case when the spacing is larger than the Nyquist interval, the further problem of grating
lobes arises. In this case, at certain angles the contribution from the elements destructively
interferes and nulls are produced. The resulting pattern can have a series of these nulls, and
the pattern is said to possess grating lobes similar to the case of diffraction gratings in optics.

For a one-dimensional uniform array, the array factor will be of the form:

_ SIn(NY/2) sy
AW) = Nsin(l/f/z)e]

In an example of an eight-element array as shown in Figure 7.7, the radiation pattern can be
varied as a function of the distance d. Three cases will be used to demonstrate differences.

O/ 00/00/0 05 face
(T[T /(T [7 /(T[T /(T [7
o)/ 000000 Control
(T [7 /(T 7 /(07 /0 7
oo/ 0o/0o/0 0o layer
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/?DD [ 7/ 7 layer
.

Figure 7.7 Three-tile construction of the patch array

First, when d =21/2 (e.g. 2.5mm for 60 GHz), the array pattern can be drawn as in
Figure 7.8 (a). Then, when d is reduced to A/4, the beamwidth of the mainlobe increases,
and the number and magnitude of the sidelobes are reduced (see Figure 7.8 (b)). Finally, when
d is increased to A, the beamwidth of the mainlobe reduces but grating lobes appear on both
sides of the mainbeam, due to the destructive interference effect described previously (see
Figure 7.8 (c)).

When there are more than six elements (N > 6) in an array, the half-power beamwidth of
such an array at broadside is approximately:

A
A = 0.886—
$3an Nd
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180

(©)

Figure 7.8 Radiation pattern for an uniform array with different d: (a) d = A/2, (b) d = A /4 and (c¢)
d=xr

A convenient parameter to use is the sidelobe level, which is the ratio of the power density
in the sidelobe to the power density in the mainlobe. The sidelobe level varies as the excitation
and the number of element changes or beam direction changes. Figure 7.9 shows an 8 x 8
array with the same phase and amplitude in each element, and its radiation pattern at 60 GHz.
The main beam is aligned in the broadside direction.

Figure 7.10 gives the mainlobe level and sidelobe level versus the number of elements for a
patch array on a ceramic substrate (e, = 10), for the element distances 2 and 2.5 mm at 60 GHz.
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Figure 7.9 Phase arrangement for an 8 x 8 array with the same amplitude for all elements and its
E-plane radiation pattern (Gain in dBi)
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Figure 7.10 Mainlobe level versus element number N for an N x N patch array on a ceramic substrate
with a separation distance d = 2 mm (solid line) and 2.5 mm (slot line) at 60 GHz (Gain in dBi)

Arrays of up to 10 x 10 elements have been found to exhibit sidelobe ratio degradation. As the
number of elements increases, the mainlobe level increases.

By Changing the phase arrangement of an array in the x axis (e.g. Figure 7.11), the beam
can be tilted. Because of the asymmetric beam pattern with respect to the ground plane of the
patch array, one of the first sidelobe levels increases while the other first sidelobe level on
the other side of the main beam decreases. Overall, the number of sidelobes remains constant
when the beam is steered away from broadside.

7.3 Millimetre Wave Arrays
7.3.1 Printed Arrays

Printed circuit antennas are simple in structure and easy to fabricate by lithography. They
are low-profile, lightweight, low-cost devices that are well suited to be used as radiating
elements for planar and conformal array antennas. In active arrays they allow convenient
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Figure 7.11 Phase arrangement for an 8 x 8 array with the same amplitude in the x direction elements
and its radiation pattern in the x direction (Gain in dBi)

integration with active and passive circuits for beam control and signal processing. The best-
known printed circuit antennas are microstrip patch resonator antennas, and microstrip dipole
antennas. These antennas have been studied extensively during the past ten or twenty years,
at microwave frequencies, and can be regarded as well understood. The main problem with
microstrip antennas, and in particular simple patch resonator antennas, is that they have a
narrow bandwidth, which does not allow for their use in broadband systems. For a general
review on microstrip antennas, see Reference [14]. This also discusses broadband techniques
and the important question of the design of appropriate feed systems for phased arrays of
these antennas, including their integrated versions. The present discussion addresses the mil-
limetre wave aspects of printed arrays, and is concerned primarily with passive microstrip
antennas and arrays. Active versions are discussed in Chapter 8§ which deals with integrated
antennas.

The extension of microstrip antennas into the millimetre wave region is not simply a matter
of straightforward wavelength scaling. New problems, as well as new opportunities appear.
There are in particular two problems: fabrication tolerances and feed line losses. Both problems
are associated primarily with the feed systems of millimetre wave microstrip arrays rather
than with the radiating elements themselves. For ease of fabrication, the feed system, in the
microstrip, is usually printed with the radiating elements on the same substrate surface [15],
or it may be embedded in the substrate [16]. Typically the feed lines have a width in the order
of a few tenths of a millimetre for an array operating at a frequency in the 30—100 GHz band,
and the required tolerances for these are tighter by an order of magnitude. Thus highly precise
fabrication techniques are needed [15]. Furthermore, microstriplines are not low-loss lines,
and in large arrays, which are needed to obtain a high-directivity/gain, feed line losses can be
substantial, particularly when a complex feed system is used.

Various methods have been studied in recent years to resolve these problems, and in particular
the efficiency problem [15, 16]. The results obtained lead to the conclusion that microstrip patch
resonator arrays will be useful antennas for the lower millimetre wave band up to a frequency
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of 100 GHz and possibly 140 GHz [17]. For this band it should be possible to design microstrip
antenna arrays with rather high gain that provide good pattern quality, low reflection losses
over a bandwidth of several per cent and with acceptable efficiency [17].

An advantage of microstrip arrays at millimetre waves is that their bandwidth limitation can
be overcome by the use of electrically thick substrates. In the microwave region, the substrate
thickness is typically only a small fraction of a wavelength. An antenna printed on a thin,
grounded substrate will have to operate in close proximity to the ground plane, which implies
the use of resonator based antennas of high Q in order to raise the radiation resistance to
reasonable values. This, in turn, leads to a narrow bandwidth. But, a physically thin substrate
can still have an electrical thickness of A/4 or more in the millimetre wave region. Hence,
there is no need for the use of high-Q resonator antennas, but other antenna configurations
that provide much broader bandwidths can be used, for example, printed dipole antennas of
large width. The use of thick substrates has the additional advantage that fabrication tolerances
become less critical.

As high directivity is generally desired for a millimetre wave antenna, this implies that the
use of arrays of microstrip dipole antennas on thick substrates can be used. The design of
such arrays involves new problems. Surface waves trapped in the substrate could increase
mutual coupling between the array elements. A low-loss feed system is needed that is easy
to fabricate but keeps the feed line radiation to a minimum. In the case of a scanned array,
the occurrence of blind spots may severely limit the useful scan range. These problems are
not easy to solve. An attractive approach to the feed system problem is the use of a two-layer
substrate, as investigated by Katehi and Alexopoulos [18].

In Figure 7.12, the strip feed lines are printed on the lower layer, which is electrically thin
so that the energy guided by the feed lines is tightly bound and little feed system radiation
will be generated. The strip dipoles are printed on the upper layer and are excited by near-
field coupling without the need for conductive contact to the feed lines. In the case of a thick
substrate, as assumed here, it may be necessary to enhance this coupling with the help of
parasitic dipoles [19] embedded in the upper substrate layer or printed with the radiating
dipoles on the top substrate surface. The use of such dipoles has the added benefit that it will
increase the bandwidth of the antenna.

/ Top layer

Lower layer
/ Ground
[/ N

/A

Figure 7.12 Printed strip dipole [18]

7.3.2 Waveguide Arrays

In practice, the architecture of a waveguide array allows the array designer to vary all of the
electromagnetic properties of the elements, in order to control the aperture distribution [20-22].
Architectural choices begin at the aperture and dictate how the elements are to be grouped
and fed. Behind the aperture can be placed phase and amplitude control, which is followed



MILLIMETRE WAVE ARRAYS 183

by a network that combines the signal from the various elements and provides amplitude
weighting, time/phase delay and perhaps adaptive control for real-time steering or interference
suppression. The control aspect begins with the millimetre wave phase shifters that have been
the mainstay of electronic scanning systems since the first arrays. However, recent demands for
wideband performance and highly flexible array control, including adaptive and reconfigurable
arrays, have highlighted the special features offered by optical and digital control.

An array brick can be a single module where the construction process is reduced to assem-
bling the array face one element/module at a time. This has been the established practice for
most radar arrays at frequencies up to 75 GHz because of the element size and separation.
In this case, the array element modules, which consist of an element and a phase shifter, are
inserted into a manifold that provides RF power and phase shifter control. The modules can
also include active devices, amplifiers and switches, and so may be complete transmit—receive
front ends in their own right. In this way, the transmitter and receiver chain is a part of the array
face and can offer performance benefits in terms of noise and losses. The RF power division
is accomplished in the manifold. This assembly technique is efficient and relatively easy to
maintain [20].

With current technology, waveguide array architecture may not be practical nor have the
lowest cost at millimetre wave frequencies, and so could be replaced by a brick construction
with a number of elements in each brick, or by a tile construction. The reason as to why
frequency enters into this selection is that a semi-conductor or superconductor substrate has
limited dimensions. As the frequency goes up, it becomes easier to place more devices and
elements on the same chip. At these frequencies, the use of a multiple-element “brick and tile”
construction becomes a practical proposition.

With high-precision fabrication, waveguide slot arrays (Figure 7.13) can provide excellent
pattern control at millimetre wave frequencies. Rama Rao [23] used photolithographic tech-
nology to build waveguide longitudinal shunt slot and inclined series slot arrays at 94 GHz.

Figure 7.13 Waveguide slot array geometries: (a) displaced longitudinal slot array and (b) inclined
series slot array [25]
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The longitudinal shunt slot array was designed according to the formulas of Yee [24], while
the inclined series slot array was based on the analysis of Oliner [25].

Recently research has been undertaken with a view to combining solid-state circuit devices
with antennas, primarily Vee strip dipoles and TEM horns [26]. At millimetre wavelengths the
power source or pre-amplifier/mixer can be embedded on the same substrate as the antenna.
An option on the printed flat TEM horn is the square linear taper horn with dipole feed at the
mouth opening; the horn walls are then etched and metallised on to a thick substrate, as in the
feed [27]. Modern multilayer substrates such as LTCC and liquid crystal polymer (LCP) can
have the waveguide integrated with the substrate, and therefore the waveguide array becomes
feasible.

7.3.3 Leaky-Wave Arrays

Most millimetre microstrip and dielectric waveguides have open guiding structures, and energy
leakage will occur when the uniformity of these guides is perturbed or they are not excited in
the appropriate mode. Leaky waves are fast waves while surface waves are slow waves. This
leakage effect may be used to advantage for the design of antennas, by intentionally introdu-
cing perturbations in these guides so that they radiate in a controlled fashion. The attractive
point to using leaky-wave antennas at millimetre wave frequencies is that they become phys-
ically short while still providing a high gain. Another feature of these antennas is that they
employ a single series feed, which results in reduced spurious radiation and conductor losses
when compared to arrays fed by lossy and bulky corporate-fed networks. This is desirable at
millimetre wave frequencies where conductor losses increase dramatically. At the same time,
a wide VSWR bandwidth and frequency scanning capabilities can be achieved compared to
series-fed resonant antennas (which are essentially narrowband devices). However, the integ-
ration of shunt elements for beam steering at a fixed frequency becomes a challenge for printed
technology at millimetre wave frequency, due to the need for via holes through the substrate
[28, 29].

A general leaky-wave antenna can be made by placing dielectric or conducting strips peri-
odically along a dielectric waveguide [30]. These strips form a grating that perturbs the energy
travelling along the guide, exciting leaky modes above the surface that determine the nature of
the far-field pattern, which has a sharp beam in the array-effect direction. The axial lengths of
the leaky-wave antennas are typically 10 to 50 A, (the free space wavelength); i.e. the antennas
are long in the forward direction, and their beamwidth, in the principal plane parallel to the
longitudinal axis, is narrow. However, the lateral width of these antennas is small and their
beamwidth in the plane normal to the longitudinal axis is therefore wide. Pencil beams with a
narrow beamwidth in both principal planes may be achieved by the use of an array with several
of these line source antennas in a parallel arrangement (Figure 7.14).

Figure 7.14 (a) and (b) are cross-section views of two such arrays, consisting of antennas
that leak due to their asymmetry [31]. It is assumed here that each of the line sources is fed from
one end, with an arrangement by which a phase shift can be introduced between successive
line sources. The array can then be scanned in the longitudinal plane by varying the frequency,
and in the cross plane by varying the phasing. The vertical metal baffles [31] separating the
element antennas serve to eliminate blind spots, a major problem that usually arises in arrays
of this type, and they also allow the designer to place the line sources close to each other with
minimal mutual interaction.
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Figure 7.14 Arrays of leaky-wave line sources that can be scanned in one principal plane by fre-
quency variation, and in the other by phasing. The vertical metal baffles permit these arrays to have high
polarisation purity, no blind spots and no grating lobes. (a) Array of non-radiative dielectric waveguide
guide antennas with asymmetric air gaps. (b) Array of printed circuit groove-guide antennas with offset
apertures [31]

As each line width is now less than A,/2, no grating lobes will be encountered during the
scans, and cross polarised radiation will be suppressed provided the baffles are high enough
(> Xo/2) so that the mode with vertical polarisation (which is below the cut-off in the air-filled
region) has decayed sufficiently at the aperture.

In addition to their excellent electrical performance, leaky-wave arrays have a simple
structure, and constitute low-profile antennas that provide design flexibility. They are well
suited for a variety of millimetre wave applications. The design of feed systems that match
the structural simplicity and electrical performance of the arrays does however require
attention.

The scan range 6 of the array (see Figure 7.15) measured from the broadside is given by [32]:

A A
sinf ~ =2 22
Ay d

where d is perturbation spacing, A is the free space wavelength, and A, is the guided wavelength
inside the dielectric rod. A negative angle corresponds to a beam radiated in the backward
direction. The radiation angle varies with frequency, and thus the antennas can be used for
frequency scanning.

A specific advantage of these antennas is their compatibility with the waveguides from
which they are derived, thus facilitating integrated designs. The dielectric grating antennas of
Figure 7.15 belong to this class of radiating structures.
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Figure 7.15 Periodic dielectric antennas: (a) with dielectric grating and (b) with metal grating.
(Reproduced by permission of © 1992 IEEE [33])

7.4 Mutual Coupling between Antennas

In an antenna array, mutual coupling between elements should be taken into account if the
antennas are near each other. This section discusses some aspects of the printed antenna ele-
ments in an array configuration — in particular, mutual coupling between array elements and
array effects on surface wave power. A simple model for mutual coupling is considered to
identify the major features of electromagnetic interaction.

Assuming there are two parallel linear dipoles, as shown in Figure 7.16, with the distance
between the dipoles being d. If antenna 1 is driven by the input current /; and antenna 2 is
open-circuited, the near-field generated by the current on antenna 1 will cause an induced
voltage V5, on antenna 2. The mutual impedance of antenna 2 due to antenna 1 is defined as

Figure 7.16 Parallel dipoles
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Zy =V, /1, If both dipoles are driven, the relationship of the driving voltages to the input
currents is given by:

Vl = ZlIII + Z|212
Vo=2y1,+ Z»1,

For N parallel dipoles, the driving voltages is:

N
Veo=Y Zyl, p=12..K (7.3)
g=1

When printed antenna elements form an array, mutual coupling levels could be large enough
to degrade sidelobe levels and main beam shape, and cause array blindness. These effects can be
minimised with the knowledge of coupling between the array elements and its proper inclusion
in the array design procedure.

The mutual coupling can be computed as two-port transfer impedance by the moment
method. The method yields magnitudes as well as phase, and comparisons with measured
data for patches are shown in Reference [34]. A description of the mutual coupling between
parallel and collinear half-wave dipoles versus separation is presented in Reference [35].

Figure 7.17 shows the coupling between parallel patches and collinear patches on a ceramic
substrate with different substrate thicknesses. The elements are resonant, and the spacing
between the elements is a half-wavelength. For thin substrates the coupling levels are very
low but increase rapidly with increasing thickness, and then show a tendency to oscillate for
thicknesses greater than a half-wavelength.

-15
L. ~ . E-plane
20 - .
. ET .

a .
g 251
o0
.8
E 1
2 -304 L4
@)

_35 -

H-plane
—40
0 0.1 0.2 0.3 0.4 ET . .

t/x

Figure 7.17 Calculated E-plane (solid line) and H-plane (dashed line) mutual coupling magnitude
between two microstrip patches with different thicknesses ¢ of a ceramic substrate (¢, = 10) [14]

The dominant coupling mechanism for the parallel configuration is through space-wave
fields; since these fields are stronger in the broadside than in the endfire directions, the coupling
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levels (due to flux linkage) between parallel dipoles are fairly large for close spacings (this
may be understood by considering the expressions for the mutual inductance of two parallel
conductors), but drop off quickly as the spacing increases. Surface waves are launched in the
dipole’s endfire direction and so have most effect in the collinear configuration.

When elements are combined in an array, the array efficiency changes according to the ele-
ment excitation, with respect to the efficiency of an isolated element. An example is now given
for two collinear half-wave dipoles spaced X,/2 apart on a ceramic substrate. The procedure
can be applied to arrays with more than two elements.

As all mutual coupling terms between array elements are included, the overall array effi-
ciency, [14] based on power lost to surface waves, can be defined as the ratio of the total
radiated power P, to the total input power input Py, and can be written as:

_ P _ [T Re[Zu]l]]
Pinput [1*]t Re [Z] [[]

(7.4)

where [Z] is the total impedance matrix, [Z,,4] is the contribution to the radiated field, [/] is a
column vector of expansion mode currents and the superscript # denotes the transpose operator.
Letting [R] = Re[Z] and [R..q] = Re[Z,.4], then Equation (7.4) can be written as:

e= M (7.5)
[/+] R[1]

To illustrate the method, Pozar [14] considers an example of two printed dipoles, with
three expansion modes on each dipole. The [Z] and [R] matrices are then 6 x 6 and [/]
is a six-element column vector. If the expansion modes are numbered consecutively down
each centre-fed dipole, the terminal currents for the first and second dipoles will be 7, and /5
respectively. If V; is the input voltage applied to dipole 1 and ¥, is the input voltage applied
to dipole 2, then:

0
v
0
o | =121 (7.6)
2
0

Letting [/,0] =[/] for V=1, V,=0, and let [/, ] =[I] for V, =0, V,=1. Then by super-
position, the dipole currents caused by the port excitation voltages V; and V, can be
simplified as:

(=(81[v,], p=1.2 (1.7)

where [V, ] is a two-element port voltage vector, and [S] = [[ /o], [1o1]] is a 6 x 2 matrix. The
array efficiency can then be written in terms of the port voltages as:

V1S [R,
Ve [ ,,][S] [Raa [S1[V,] 75)
(V] ST [RILSI[V, ]
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It is noted that Equation (7.8) describes the performance index e, the efficiency, as a ratio of
two quadratic forms. Thus, Equation (7.8) can be optimised by solving the eigenvalue equation:

(M][V,] =elN1[V,] (7.9)
where [M] = [S*] [R.a] [S], and [N] = [S*]' [R] [S] are Hermitian 2 x 2 matrices. A similar
procedure has been used for free space array optimisation [36]. If both dipoles are identical
then, by symmetry, it can be shown that [M] and [ N] have the form:

ny np
n, n
with m, m,, n, and n, real. The eigenvectors, representing the feed voltages for optimum e,
are either even or odd:
1
[Vp]cvcn = [ 1 }

le=| 1 ]

The corresponding eigenvalues are then the efficiencies resulting from the above excitations:

my;  nmp
my My

[M] = |: ] and [N] = [ (7.10)

(7.11)

my +m,
€even = —
ny +n2
my — mj
Codd = ——— (7.12)
ny —n;

In general, the even mode produces the maximum array efficiency whereas the odd mode
produces the minimum array efficiency. The optimised efficiency e for two collinear half-wave
dipoles X,/2 apart with different substrate thicknesses is shown in Figure 7.18, for even and
odd mode excitations. As can be seen, the efficiency of the even mode can be improved by
as much as 40 % compared to odd mode excitation. Pozar cites a similar calculation for two
parallel dipoles that shows a 10 % improvement for even mode excitation.

For the data shown in Figure 7.18, the maximum improvement occurs for uniform phase
excitation of the array elements — which is a practical result for broadside arrays. Odd mode
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Figure 7.18 Optimised efficiency e for two collinear half-wave dipoles with A,/2 apart versus the
ceramic substrate thickness 7. (Reproduced by permission of © 1983 IEEE [14])



190 MULTIPLE ANTENNAS

excitation generally produces a reduced efficiency, which means that more power is being
coupled to surface waves — a result that may be of interest for surface wave antennas. In
Figure 7.18, the e..., and e, curves cross at the substrate thickness at about = 0.22 mm.

The efficiency variation for planar antenna elements in an array can be partially explained in
terms of the phasing of the surface wave fields. Surface waves, launched endfire-wise from each
dipole, are significantly out-of-phase (because of the 1,/2 dipole spacing) and tend to cancel
each other out. It is postulated that element spacing exists such that the maximum cancellation
occurs, and the efficiency e approaches 100 % (at least for substrate thicknesses where only
one surface wave mode presents). Nevertheless, this situation is unlikely to happen when there
is more than one surface wave mode, as the different phase constants would preclude total
cancellation.

In addition to the signal coupling between antennas, noise could also couple between
elements. Recent findings show that the signal-to-noise ratio is affected by mutual coupling,
this points to a new issue about the thermal noise behaviour in a multiantenna system. This
section only concentrates on the thermal noise effect. Other noise effects of concern to an
antenna array in a communication system can be found in References [37] and [38].

Thermal noise is produced by the random, excited thermally, motion of electrons in a mater-
ial. The performance of a communication system can be defined in terms of a suitable noise
temperature value, 7y, chosen so that:

S T

N Ty

In effect, Ty is the temperature of a thermal source, which would provide a signal power
equal to the noise power level. For example, for single-sideband superheterodyne receivers,
the noise temperature will be:

Ty >0.048 x f

where Ty is in kelvins and £ is in GHz. For 60 GHz, the minimum possible noise temperature
is 2.88 K.

Thermal noise plays a key role in MIMO communication systems, which use antenna arrays
to increase the communication capacity [34]. High capacity could be achieved in these systems
by ensuring independence of the channel matrix coefficients, a condition normally achieved
with wide antenna element spacing. However, persistent miniaturisation of subscriber units
makes such large separations impossible, and the resulting antenna mutual coupling [39] sig-
nificantly impacts on the communication system performance. In Reference [40], the noise
that originated from the amplifier at the receiver end of the MIMO system was included in the
consideration, but the thermal noise on the coupled antennas was not considered. The possib-
ility that the thermal noise from a radiating body could be induced in the antenna is discussed
in Reference [41]. The topic of partially correlated noise sources that might be introduced into
receivers of two closely spaced antennas is discussed in Reference [42].

The impact of antenna mutual coupling on the MIMO system has been evaluated by examin-
ing how the coupled antennas change the signal correlation [40]. The modifications in channel
matrix coefficients are then used to assess mutual coupling effects on the system capacity [43].
Also the radiated power at the transmitter and the power collection capability due to the effect
of this mutual coupling in the multiantenna systems, are presented in Reference [44]. The
effect of mutual coupling on the MIMO channel capacity in the context of the signal-to-noise
ratio (SNR) is presented in Reference [45].
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Thermal noise that originates from the antenna material itself is self-noise or self-radiation.
As well as this self-radiated noise, induced thermal noise appears in the antenna from radiated
bodies in the antenna’s vicinity [46].

Thermal noise correlation due to mutual coupling effects in closely spaced antennas was
missing in the assessment of early MIMO system communication performance with small
antenna element separation, which was especially critical for customer units. However, the
signal-to-noise ratio (SNR) will now be discussed for the multiantenna system case, with a large
number of antennas placed in an infinitesimally volume of space, which models the antenna
spacing as almost zero (or small compared to the free space wavelength). Without considering
the mutual coupling effect a calculation would give an infinite value for SNR. The result
obtained by using classical methods demonstrates the importance of the proper consideration of
coupled antennas in multiantenna systems. The expression for the total signal-to-noise ratio is:

2
p
SNR = lim _X

nI(*)OO
aso TR

(7.13)

where d is the antenna spacing, and P and N are the signal and noise power, respectively.

The multiantenna system can be represented as a general linear network using a general-
ised form of Thévenin’s theorem. The generalisation of the theorem holds true not only for
coherent sources but also for thermal noise sources [47]. It is valid even for a general lin-
ear network that may contain a number of inaccessible (hidden) nodes together with internal
voltage and current sources, whose location may be unknown. However, as long as there are
only N independent accessible nodes, such a system is indistinguishable from a noise source
free network, with the same impedance or admittance matrix, together with a set of N nodal
current generators of infinite internal impedance. The current from the generator of the ith
node, in such an equivalent network, is equal to the current flowing into the rth node of the
original network when all nodes of the latter are short-circuited to earth. The internal sources
may be alternatively represented by a set of N nodal voltage generators of infinite internal
admittance, such that the voltage across the generators in the rth node is equal to the voltage
across the rth node of the original network; when all the nodes of the latter are open-circuit.
The nodal noise sources are not in general independent.

The multiantenna system with N = n; antenna elements, can be represented as a linear ny
terminal-pair network containing internal signals or noise generators; it is specified completely
with respect to its terminal pairs by its admittance matrix Y and a set of n; nodal current

generators i, iy, ..., i,g. In matrix form, Y denotes a squared matrix of order n:
Y Yoo o Vg
Y — Wi Yoot Vg (7.14)
Vgt Vg2 0 Vugng

The complex amplitudes of thermal current generators are represented conveniently by a
column vector i:

i=| P (7.15)

R
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The nodal noise sources are not in general independent. Therefore the spectral density of the
squared current can be written in matrix form as:

T ot PR
11 11, Lily,
ot .t ..+

o 121 Iyl Irl

ll+ — 24 262 2tnp (716)
.t . .t - .+
lanl lnRZZ lannR

where the subscript * indicates the Hermitian transpose (complex conjugate transpose).

The isolated receivers of two closely spaced antennas will receive partially correlated
noise [48]. The magnitude correlation was calculated using a generalised form of Nyquist’s
thermal noise theorem, given in Reference [49]. It was shown that a general non-reciprocal
network with a system of internal thermal generators, all at temperature 7', is equivalent to
the source-free network together with a system of noise current generators 7, and /; and with
infinite internal impedance [50]. Noise currents are correlated and their cross-correlation is
given by:

IIrd f = 2kT (Yo + Yi)d f (7.17)

where Y, is the mutual admittance.
Writing the internal noise sources as a system of nodal voltage generators V7 and V, with
zero internal impedance. The correlation of nodal voltage generators is then given by:

where Z 7 is the mutual impedance. The correlation is zero when the mutual coupling is purely
reactive.

The application of the generalised Nyquist thermal noise theorem allows us to determ-
ine thermal noise power of coupled antennas in the multiantenna system. The theorem states
that for a passive network in thermal equilibrium it would appear to be possible, to rep-
resent the complete thermal noise behaviour by applying Nyquist’s theorem independently
to each component element of the network. Coupling of the multiantenna system is repres-
ented by antenna self-impedances and mutual impedances. In order to determine thermal
noise behaviour, self-impedances as well as mutual impedances should be taken into account.
The thermal noise power calculation, which implies a mutual coupling effect, is given for
the multielement array. The generalisation for the multiantenna system can consequently
be made.

ipn+i

i+ i (7.19)

anR + lnR



MUTUAL COUPLING BETWEEN ANTENNAS

193

The nodal network representation for the multiantenna system with n; antenna elements is

shown in Figure 7.19:

L
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Figure 7.19 Nodal network representation for a multiantenna system. (Reproduced by permission of

© 2005 IEEE [49])

The admittance and voltage matrix of this system can be written as:

yw+Y, 2 : Ving
Y4+Y,U= Wi m+Y, - Yang
Vg Vg2 © Vugnp T Y1
v
v=| "
|4

"R

Thus the system in Figure 7.19 can be expressed as follows:
I=i+i;=(Y+Y, UV
where U is a unitary vector. Equation (7.22) can be rewritten as:
V=XY+Y U 'I=X+Y U ''G+i)
N= %(YL +Y)VV®

VV = (Y+Y,U) ' (Y +Y,U)H"

(7.20)

(7.21)

(7.22)

(7.23)

(7.24)

(7.25)
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where the symbol * indicates the Hermitian transpose and * the complex conjugate. Then, the
square of the current can be expressed as:

M= (+i,) x G+i,)t (7.26)

Based on Equation (7.17) the following relations are valid and can be put into Equation (7.26):

1. i = 2kT (v + ¥3)
2. i =0 (7.27)
3, i, =0, j#k

Finally, the square of the currents (7.26) is expressed as:
I =2kT(Y+Y" + (Y. +Y})U) (7.28)
Substituting Y, +Y; =2G, and Y, =Y + Y, U, Equation (7.24) can be written as

N =2kTG, [Y;1 x (Y, +Y)) x (Y;l)+] (7.29)

The thermal noise received in each antenna element includes two components, self- thermal
noise and induced thermal noise from the adjacent antenna elements. The total thermal noise
power received from the antenna array in the receiver load is given in Equation (7.29). The
total noise for two coupled antenna elements, in the frequency bandwidth B, can be simplified
to be a sum of these noise powers:

Niotal :/Plef+/ Pdef (7.30)
B B

where Py, is the thermal noise power absorbed in the receiver load of the first antenna, and
P, is the thermal noise power absorbed in the receiver load of the second antenna.

To minimise mutual coupling between elements in a printed substrate, it is possible to create
additional isolation between antenna elements, such as designing slots as in Figure 7.19, or
adding absorbing material. It is found that elements with better isolation can prevent the
distortion of the radiation pattern and thus increase the output gain [51].
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3

Smart Antennas

In an indoor environment, millimetre wave communications can have both line-of-sight and
non-line-of-sight wireless links [1], and it is difficult for an omnidirectional or fixed beam
antenna to cope with both situations. A smart antenna system, which is an antenna array
arranged in a special distributed configuration with a specialised signal processor, can be
deployed in a millimetre wave communication system to dynamically optimise the system’s
performance and capacity significantly by minimising undesired co-channel interference.
Therefore, smart antennas are attractive as they can help to improve the millimetre wave com-
munication quality. Various smart antenna technologies such as spatial diversity combining or
beamforming algorithms can be implemented to enhance the performance of a millimetre wave
system. Most of the smart antenna systems published can form beams directed to a desired
signal and form nulls towards an undesired interferer, such as a co-channel base station. This
enhances the signal-to-interference (SIR) ratio because the received desired signal strength is
maximised and the undesired signal interference is minimised. The other benefits of a smart
antenna are as follows:

e Increase in range or coverage arising from an increased signal strength due to array gain
e Increase in capacity arising from interference rejection

e Reject multipath interference arising from inherent spatial diversity of the array

e Reducing expense arising from lower transmission powers to the intended end user

Smart antenna systems are commonly classified into several categories: mode tracking, beam
switching, beam steering/forming and multiple-input multiple-output. They can isolate a
co-channel signal whereas multiple antennas cannot.

Abeam-switching antenna system consists of many highly directive, pre-defined fixed beams
formed with an antenna array. The system usually detects the maximum received signal strength
from the antenna beams, and chooses to transmit the output signal from one of the selected
beams that gives the best performance. In many ways, a nine-beam switched antenna system is
very much like an extension of a sectoring directional antenna with multiple subsectors. Since
the direction of the arrival information of the desired signal is not analysed, the desired signal
may not fall on to the maximum of the chosen beam because the direction of these beams is

Millimetre Wave Antennas for Gigabit Wireless Communications Kao-Cheng Huang and David J. Edwards
© 2008 John Wiley & Sons, Ltd
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fixed. Therefore switched-beam antennas may not provide the optimum SIR. In fact, in cases
where a strong interfering signal is at or near the centre of the chosen beam, while the desired
user is away from the centre of the chosen beam, the interfering signal can be enhanced far
more than the desired signal, which results in very poor SIR.

Beam-steering antennas use the direction of arrival (DoA) information from the desired
signal and steer a beam maximum towards the desired signal direction. This method, when
compared to that of the switched-beam antennas, is far superior in performance because it
tracks the desired user direction of arrival continuously, using a tracking algorithm to steer the
beam towards the desired user. There is a considerable amount of published work that addresses
the problem of sensing the DoA and indeed of sensing the DoA of an interferer [2]. Real-time
beamforming (typically for array antennas) and signal tracking, enables the system (depending
on the details of the beam-steering/forming algorithm) to maintain optimal gain for the desired
signal, while simultaneously minimising the reception of the interfering signal by directing the
nulls to an interferer’s direction. Thus excellent SIR can be achieved. For reflector antennas, the
problem of optimising beam pointing (source tracking) in real time is approached in a differ-
ent way. Often these antennas are served by one feed and the whole assembly is mechanically
moved to point the beam to the antenna in the direction of the target. In complex reflector anten-
nas (for instance, providing shaped-beam coverage) the feed consists of an array of horns. In
either case the source tracking can be implemented by control of the aperture distribution of the
feed; to directly provide real-time pointing control or as a means of direction finding, by tempor-
arily deviating the antenna pointing to ascertain the direction of arrival of the signal. The control
systems that ultimately determine the pointing of the antenna can be divided into three classes.

The first is a full real-time closed-loop control technique, which utilises the aperture dis-
tribution of the feed or the modal excitation within the feed structure to detect phase and
amplitude errors (which generate higher-order modes in a waveguide) in the incident wave
front, and uses this information to drive a closed-loop control to null out these errors. Such
systems are generically called monopulse systems, a term derived from early radar. In a wave-
guide feed mode, couplers placed near the throat of a feed horn detect the phase and amplitude
of higher-order modes and deliver this information to the (analogue) control system. Clearly,
this can be an expensive (although very accurate) system, which requires several coherent
receiver systems. A cheaper approach used in early radar was to scan the main beam conically
around the nominal pointing of the antenna and use the observed amplitude modulation in a
control loop; the antenna was pointed at the source when no modulation was observed. Further
advances appeared in the early 1970s when microprocessors became available. The analogue
scanning was replaced by a stepping and hill-climbing technique in which the pointing of
the antenna was stepped from side to side in order to work out where the signal was coming
from. The control was simple and cheap. However, these later amplitude-only systems, while
being considerably cheaper than monopulse, could not cope with highly dynamic situations in
which the source moved quickly or the signal fluctuated within the time scale of the scanning
or step cycle. With the advent of more powerful computers and semi-conductor components,
the possibility of combining the features of monopulse and step track with more sophisticated
control algorithms became viable. The use of a behavioural model of the source enabled per-
formance approaching the monopulse systems but with the economical cost of step trackers,
to be established. A horn feed that is able to provide a tracking method for waveguide and horn
antennas, based on generating TE,; and TM,; modes to achieve rapid step-tracking behaviour,
will be introduced in Section 8.4.
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8.1 Beam-Switching Antennas

A beam-switching antenna consists of generating a multiplicity of juxtaposed beams (gener-
ated by an array) whose output may be switched to a receiver or a bank of receivers. The
addressed space is therefore served by a set of beams that may be switched on or off accord-
ing to an algorithm that is able to sense the desired direction of transmission or reception.
Beam-switching antennas may, in some cases, be cheaper than an equivalent phased array at
millimetre wave communications, particularly when few beams are needed. It deploys a fixed
set of relatively narrow azimuthal beams. An example of a low-cost switched-beam array is
shown in Figure 8.1.

(a) The antenna array (b) The feed network
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(c) The steering function
Figure 8.1 An aperture-coupled antenna array, feed lines and phase shifters [3]

In this antenna, the addressed space is 90° in front of the antenna. The beams are approxim-
ately 50° wide and the feed network uses fixed-value switched phase shifters to steer the beam.
In this example, amplifier stages are integrated into each feed line to counter the slight loss
in the phase shifters. In this configuration the antenna operated in the receive mode only. For
combined transmit-receive operation the amplifiers would be omitted. The radiation patterns
are shown in Figure 8.1. (The steered-right condition is not included, being a mirror image of
the steered-left case.) It can be seen that the antenna gives spatial coverage at +/ — 3 dB over
90° [3, 4].

When signals travel between the transmitter and receiver, they can be reflected, scattered,
diffracted and shadowed. As a result, these signals experience fading because of attenuation
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and phase shifts when they are combined at the receiver. Another source that degrades the
performance of signal reception in a mobile environment is interference. Techniques that
overcome these impairments and improve system performance are examined in this chapter;
namely diversity and adaptive beamforming, both of which are spatial techniques. Diversity
techniques can provide a diversity gain or a reduction in the margin required to overcome
fading. In a digital communication system, this results in an improvement in the required
signal-to-noise ratio (SNR) or the ratio of energy per bit to noise power spectral density (Eb/No)
necessary to achieve a given quality of service in terms of the bit error rate (BER). Similarly,
beamforming provides several types of improvements in terms of array gain, interference
reduction and spatial filtering, which have the cumulative effect of improving Eb/No as well.

In general, the RF output to the beams is either RF or baseband digitally processed to
ascertain the sector in which the communicating mobile device may be located. The coverage
is broken down into sectors, with each sector served by an array of radiating elements fed by
a beam-switching network, which ideally forms independent beams.

In the millimetre wave range, a simple switching network is provided by single-pole double-
throw switches together with a corporate feeding network. For a 2 x 2 array, the switching
network is shown in Figure 8.2 (a); and the number of switches is 3. For an N x N array,
it would be necessary to have 2N + 2V~ + 2¥=2 4 ... 4 21 + 20 gwitches. The other type
of switching network uses single-pole triple-throw switches with a series feeding network, as
shown in Figure 8.2 (b). Each switch can select the signal path from three choices: patch, feed
and load. In all of these arrangements, one or more beams can be selected using these switches.

Patch

(@

Switch

Impedance
tuner

50 ohm

\V4 \V/ \V/ \V/ Ground

(b)

Figure 8.2 (a) Corporate feeding network with single-pole double-throw switches. (b) Series feeding
network with single-pole triple-throw switches
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Generally, millimetre wave switches have a lower cost than millimetre wave phase shifters.
Therefore, the implementation cost of a beam-switching array is lower than for the case of
other types of smart antennas.

The conventional network used to form the beam-switching function is the Butler matrix [5],
which consists of a series of interconnected fixed phase shift sections and 3 dB hybrid couplers.
However, the number of inputs and outputs is constrained to powers of two; beam shape control
is difficult, and beam scanning with frequency occurs (the phase shifters are essentially single
frequency), destroying beam independence and leading to a narrow operational bandwidth.

The arrangement of the Butler matrix for an eight beam system is shown in Figure 8.3. There
are eight input ports and eight output ports. This is a reciprocal structure, so either end can be
the RF input or RF output. The matrix consists of quad hybrid couplers and phase shifters. The
number of each depends on the number of beams generated. For a linear array of N elements,
the number of couplers is (N/2) log, N, where N is the number of beams and the number of
phase shiftersis (N /2)(log, N —1). For millimetre wave personal communications, the number
N will be modest. To improve flexibility, the use of six- and eight-port hybrid couplers [6] and
termination of unused ports [7] has been suggested. Asymmetric hybrids and orthogonal beam
synthesis are also possible.

O\
12 34 56 78

Figure 8.3 A Butler matrix labyrinth producing multiple spot beams

The maximum matrix size is limited by the manufacturing tolerance, which must be less
than the smallest phase shift element required. The introduction of 180° hybrids [8] reduces
the number of phase shifters significantly; for example, when N =32, 15 are saved. In addition
the minimum phase shift is twice that for a 90° hybrid matrix, and this eases the maximum
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matrix size constraint. A further reduction in the hybrid count can be achieved using reflective
matrices [9, 10].

Since the Butler array is uniformly illuminated, the pattern shape is sin (x)/x (for a square
aperture), the patterns are spaced to be orthogonal and the crossover is 4 dB down, with
sidelobes down 13.2dB [2]. The direction of the beams is dictated by the separation of the
antenna elements. A typical array factor for eight elements is shown in Figure 8.4. Its features
are as follows:

e The beams are equally spaced and the peaks are located at the nulls of the other beams.

e Since the array is uniformally illuminated, this gives the smallest beamwidth possible with
maximum gain. This follows from array theory. The first sidelobes are down 13.2 dB. Each
array pattern has the shape sin (x)/x and the array of beams generated is of the form sin
(NX)/X.

e There are scalloped beams with crossover of the beams occurring at the —3.9 dB level.

e The beams are orthogonal and outputs are therefore isolated from each other. Orthogonality
also implies that the network is lossless except for the insertion loss. The latter is kept small
by judicious circuit design.

e There is no boresight beam. The Bulter matrix, using quadrature hybrids, does not produce
a boresight beam. It can be produced if the quadrature hybrids are replaced by hybrid rings
or 0-180 hybrids.

/\/\
ANAWARR

“‘/T‘?ff('

Figure 8.4 Orthogonal beams for an eight-element Butler array

The method of detection of the direction, in the electronic scan method can be either elec-
tronic switching of the beam, or use of digital beamforming (DBF) or a monopulse technique
to process signals received simultaneously at several receiving antennas [11]. In comparison
with the first, the second has the advantages that the scanning range and the step width can be
controlled freely. However, the number of receivers increases because one receiver for each
of the receiving antennas are usually required. Therefore, a method has also been conceived
in which several receiving antennas are controlled by switches so that only one receiver is
used [12].
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In order to realise simultaneously both a wide field of view and high resolution, the antenna
element spacing should be reduced and the antenna aperture should be increased. However, as
the antenna size increases the antenna configuration becomes more complex due to an increase
in the number of elements. In order to resolve these problems, an electronic scanning system
can be designed that is able to perform azimuthal detection by signal processing. By switching
not only the receiving antennas but also the transmitting antennas, the number of elements is
reduced, thus simplifying the system.

The details of the hardware implementation of these beamforming techniques can vary.
Considering the need to avoid expensive phase shifters, beamforming arrays can use quadrature
hybrids to generate the real and imaginary components of the signal, and use (real) attenuators
to then recombine the components.

In addition, in order to make the antenna small, a resolution-improving technique, such
as the estimation of signal parameters via rotational invariance techniques (ESPRIT) [13],
can be used instead of the digital beamforming (DBF) used in conventional antennas. This
was the approach adopted in an automotive electronic scan millimetre wave antenna [14].
In comparison with DBF, ESPRIT provides much higher resolution [15] so that the aperture
size needed for the same azimuthal resolution can be smaller. However, although the ESPRIT
algorithm assumes a point source, the target vehicle in this case [15] had multiple reflection
points with different intensities distributed over the entire vehicle body [16, 17].

Figure 8.5 depicts the configuration of a typical electronic scan antenna with several
receiver channels [18]. In this example the system consists of a transmitting antenna
and several receiving antennas placed along a line at equal intervals. Each receiving
antenna is connected to an independent receiver. To these receivers, a phase-locked
local oscillator signal is applied to a mixer, which produces an output at the base-
band. In this configuration, the receiver produces a baseband signal generated by syn-
chronous detection. After analogue to digital conversion, the baseband signal is input

Z]
L—
Transmitter Receiver

v vy N4

Signal processing

Figure 8.5 Configuration of a fundamental one-dimensional electrically scanned antenna for applying
the superresolution technique to detect the angular position of the target [18]
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to the signal processing unit, where the direction of arrival of the received wave is
estimated.

The direction 6 at which the phase is inverted, or where the phase difference of the received
signals obtained by adjacent receiving antennas is 180°, is given by the diffraction grating
equation:

. A
dsinfd = +—
2

where d is the spacing of the receiving antennas. Thus in order to obtain a field of view (the
main beam) of approximately &+ 20°, the spacing of the receiving antenna elements must be
1.5 wavelengths. For d equal to 1.5 times the wavelength, 6 = 4 19.5°. This effective field
of view will not generate phase folding (phase ambiguity/repeating or wrap-around) until the
view angle is about 39°. If a wave arriving from a direction outside the effective field of view is
received, the direction of arrival is ambiguous and falsely calculated. Therefore, it is desirable
that the effective field of view be sufficiently wide for this problem to be avoided.

Angular resolution is determined by the antenna beamwidth, which is in turn governed by
the aperture size and the transmitter frequency. A rule of thumb is that the 3 dB beamwidth and
aperture width (or diameter) /¥, can be written as [19]:

70M
93dB = 7 deg

For nine elements at 1.5\ spacing this gives an aperture of 12X1. As the 3 dB beamwidth
is about 6-7°, it should be possible to discriminate between two sources spaced at about 2°.
It has been shown that an angular resolution (source discrimination) of less than 2° can be
attained with a nine-channel electronic scan antenna with nine receiving antennas spaced at
1.5 wavelengths [18].

However, there remain several problems before the realisation of the electronic scan antenna
shown in Figure 8.5. For instance, if the phase delay in one of the receivers is different from
those in the other receivers, the accuracy and resolution of angle detection by the superresolu-
tion method is clearly degraded. There is the probability that the phase delays of nine receivers
may fluctuate as a result of temperature variations.

Furthermore, the cost is increased because in the feed network of the local oscillator signal
nine receivers are needed. To avoid this problem a configuration has been suggested in which
only one receiver is used and the antennas are rapidly switched [20]. In order to switch the
nine receiving antennas needed in this antenna, four switches are needed if SP3T (single-pole
triple-throw) switches were used.

Figure 8.6 shows the configuration of such an electronic scan antenna with switched trans-
mitting and receiving antennas. This proposal allows for a simpler and smaller electronic scan
antenna. In this configuration, three transmitting antennas and three receiving antennas were
mounted with different spacings. Both the transmitter and the receiver have SP3T (single pole
triple throw) switches for switching three antenna elements. By using two switches, signals
equivalent to the nine-channel electronic scan antenna can be obtained by time division multi-
plexing. It is then possible to reduce the number of antenna elements from Figure 8.5 to those
in Figure 8.6. However, due to the transmission loss in the switches, the SNR is degraded and
the angular resolution may be decreased. Thus, it is important to minimise the transmission
loss in millimetre wave switches.
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Figure 8.6 Configuration of new electrically scanned antenna with switching of transmitting and
receiving antennas [18]

8.2 Beam-Steering/Forming Antennas

Beam steering is a user-specific beamforming method, where each user is served with an
individual beam. In the multiple fixed-beam method in Section 8.1, users are served with the
beam with the lowest path loss. Beam steering produces a unique beam for each user in order
to transmit the signal for a user only into the direction where the signal experiences the lowest
path loss as it travels to the user while simultaneously keeping the transmit power into other
directions as low as possible.

However, this only applies to dedicated traffic channels, although the common signalling
channels still have to be transmitted to the entire sector with a single antenna element of
the antenna array. Figure 8.7 illustrates the equipment needed for user-specific beamforming,
including:

e A signal processing unit capable of serving, calculating and applying appropriate antenna
weights for all users, plus common channels sent/received, into/from the entire sector

e An antenna array

e A power amplifier per antenna element of the antenna array

— Transceiver <]
— Transceiver <]

Signal .
processing .
[ ]

— Transceiver —<]

Figure 8.7 Beamforming configuration
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The beam-steering function can be operated either by phase shifters at millimetre wave
frequencies or by signal processing at baseband. The advantage of beam steering is that the
transmit power is essentially concentrated towards the desired user(s). Therefore, beam steering
should provide a higher capacity gain than the fixed-beam methods. In addition, as the serving
beam tracks the mobile devices, there is no need to hand over the mobile from beam to
beam while it is travelling through the coverage area of the sector, as would be necessary in
fixed-beam schemes. Hence, far less signalling is needed than in fixed-beam methods, where
signalling is necessary every time a mobile moves from the coverage area of one beam to
another. The main disadvantage of beam steering is that the base station has to determine the
optimum transmit direction for all active users in the sector, which is computationally very
intensive compared with determination of the serving beam in the fixed-beam method.

The wide range of multiple-beam systems means that developments in this technology have
themselves been diverse, with techniques for operating at both radio and intermediate frequency
(IF), in addition to methods employing digital or optical frequency methods. IF, digital and
optical beamforming are major topics in their own right and are not dealt with here. Similarly,
radio frequency (RF) beamforming is a large topic, one that not only presents a bewildering
variety of types but also leads, in some cases, to uncertainty about the best technique to be
applied to a given problem. The next section aims to introduce the topic of beamformers and
to collate and classify the methods.

8.2.1 Electronic Beamforming

An electronically beamforming antenna has, in general, one port for each beam. Usually these
ports are well isolated. If a separate transmit or receive system is connected to each port, sim-
ultaneous independent operation in many directions can therefore be obtained. Alternatively,
a single transmit or receive system can be connected to the beam ports through a multiple-way
switch, giving a sequentially scanning antenna. The former configuration has an attractive
property in some applications.

The creation of a multiple-beam antenna using an RF beamformer has the advantage that no
devices for frequency changing are necessary. The technique therefore has the potential to be
simpler and lower in cost than IF, digital or optical frequency methods. Indeed, many antenna
configurations, such as lenses, have inherent multiple-beam capabilities. In these cases it is
only necessary to replace the single feed by an array so that each array element forms one of the
multiple beams. In other cases, such as large-array antennas for surveillance, the advantages
of RF beamforming are not as clear and it is likely that optimised antenna systems may contain
a mixture of RF and other beamforming methods.

The field of RF beamforming techniques encompasses two major areas:

1. Quasi-optic based with a feed array
2. Circuit based used to feed arrays

This division essentially follows that of antenna forms in continuous apertures and arrays,
although the hybrid nature of many multibeam antennas represents a convergence of the two
classes. Another classification is in terms of the number of Fourier transforms (FTs) that occur
within the device. Any beamformer must perform an FT (in the linear space to angle sense) in
distributing energy from a single feed point to the required aperture distribution. It is important
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to point out that, in this context, the transformation from a far-field (diffraction) pattern of the
antenna to the aperture plane is described by a (angle to spatial) Fourier transform relationship.
In this context the placement of feeds within a quasi-optical system requires knowledge of the
wavefront transform relationships within the antenna structure. Readers are referred to specific
antenna texts for a fuller discussion of these relationships.

Figure 8.8 illustrates antennas with various numbers of FTs undergone by the wavefront in
its passage from the feed to the objective. As indicated, this number determines whether the
feed is a phased array or simply a collection of feed points.
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Figure 8.8 Classification of multiple-beam systems by the number of Fourier transforms: (a) zero FT
with an array feed, (b) one FT with a set of point feeds and (c) two FTs with an array feed

A low-cost beam-steering system will now be presented, which is based on the principle
of focal plane scanning. Figure 8.9 shows the basic concept of such a beam-steering system.
Discrete lenses allow the presence of several simultaneous beams at different angles, with a
simpler feed structure than phased arrays. Here, instead of using a bulky microwave lens, a
planar filter lens array (FLA) as described in [22] can be used as the focusing element.

A conformal feed matrix is placed in the focal arc of a lens and fed by a feed network
equipped with PIN (positive intrinsic negative) diode switches. In this way, each element of
the feed matrix can be activated independently by a simple and cost-effective electronic PIN
diode switch, which allows the excitation of the lens from different feed points on a grid in the
focal plane.

Several constraints apply to the design of the feed arrays. For high efficiency, the lens
aperture should be illuminated uniformly and a maximal flat radiation pattern in the mainlobe
is required. Also, spill-over power is an important source of loss and should be minimised.
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Figure 8.9 Beam-steering system with a matrix of switchable feed arrays located in the focal plane of
the filter lens array. (Reproduced by permission of © 2005 IEEE [21])

Finally, the required scan resolution, limits the distance between adjacent feed arrays in the
focal plane. These conditions are obviously conflicting and a compromise has to be sought. For
example, a smaller beamwidth for low spill-over power can only be achieved by a larger array
size at the expense of a decreased scan resolution. One way to increase the scan resolution
without compromising performance is to overlap the feed arrays when grouping them into
a feed matrix. As pointed out in Reference [23], overlapping can be accomplished either by
interleaving parts of adjacent arrays or by sharing some of their elements [21].

Another key performance factor is scan angle capability, which is usually limited by one
or more of the factors given in Table 8.1. Performance within this scan range is determined
by antenna geometry, beam width, beam spacing and beam crossover level; all are important
parameters. The probable system loss components are: aperture taper loss (aperture efficiency),
spill-over loss, resistive loss (in both active and passive components), loss due to manufac-
turing errors and some additional loss related to the beam spacing, which reduces to zero for
orthogonal beam sets [25]. Most practical antennas will not have perfectly orthogonal beams
and will therefore incur this extra loss. It should be noted that there is another loss due to
aperture phase errors which, for a reflector antenna, indicates reflector profile errors, for a lens
this generally means shape errors.

Table 8.1 Factors limiting the scan angle [24]

Limitation Cause

Array grating lobes Insufficiently filled aperture

Array blindness Mutual coupling or leaky-wave action

Pattern degradation (reduced gain, Reduced effective aperture size with scan, phase and
increased beamwidth and sidelobe level) amplitude errors, beamformer frequency dependence

Spill-over (in quasi-optical beamformers) Insufficient objective or feed aperture size
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As an alternative to lens beamformers, circuit beamformers use transmission lines, connect-
ing power splitters and couplers to form multiple-beam networks. The phase shifts required to
produce beam scanning are provided by lengths of transmission line.

Aperture amplitude distributions are controlled by the power splitter ratios. Two main clas-
sifications exist, namely the Blass [26] and Butler forms (see Section 8.1). The Blass matrix
is far more flexible than the Butler matrix but is usually more lossy due to the presence of line
terminations.

The Blass matrix consists of anumber of travelling wave feed lines connected to a linear array
through another set of lines, as shown in Figure 8.10. The two sets of lines are interconnected
by directional couplers at their crossover points. A signal applied at a beam port will progress
along the feed line to the end of termination. At each crossover point a small signal will be
coupled into each element line which excites the corresponding radiating element. The path
difference between the input and each element, controls the radiated beam direction. The
aperture illumination is controlled by the coupling coefficients. Owing to the travelling wave
nature of the network, the input match will be good and the beam set will scan with frequency.
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Figure 8.10 Blass matrix

Figure 8.10 shows a phase-delay device. However, a true time-delay type [27] has been
described that has broader bandwidth capabilities. Beam port isolation is ensured for beam 1
because of the directivity of the couplers. However, when port 2 is excited, beam 2 is produced
together with a second-order beam due to coupling through the beam 1 feed line. Blass shows
that for a 75 % efficient matrix with beam separation of one beamwidth, the spurious beamlobe
will be —13 dB down on the main beam and have the characteristic pointing of beam 1. If the
beam spacing is increased to two beamwidths this drops to —19 dB [24].

The network design procedure consists of selecting the appropriate phase and coupling
values to achieve the desired beam set. These can be simply computed for a given transfer
function to achieve the minimum terminated power. However, in practice the range of coupling
values available to the designer is severely limited [28].

A synthesis method [29] can be used to estimate the efficiency for arbitrary beam crossover
levels. Shaped beams have also been synthesised [30]. The Blass matrix concept has been



210 SMART ANTENNAS

extended to form a planar, two-dimensional multiple-beam microstrip patch array [31]. In this
array, microstrip patches in a resonant array formation replace the directional couplers.

Table 8.2 shows the number of hybrid couplers required by an 8 — 8 Blass matrix and planar
Butler network form. Matrices have been constructed in various media, including waveguides
for high power use [32, 33] and microstrips [34].

Table 8.2 Number of hybrid couplers in 8 x 8 matrix beamformers[24]

Matrix type Number of hybrid couplers
Blass 64
Planar Butler 32

In addition to performing linear array scanning, the matrix can be used as a commuta-
tion device in circular and cylindrical arrays (scanning the beam around an axis) [35, 36].
Figure 8.11 shows the feed and commutating matrix arrangement. If a beam port is excited
then all inputs to the commutating matrix will have uniform amplitude and an appropriate
linear phase distribution. This will be transformed to a (sin X)/X distribution centred on the
corresponding array port. Thus exciting consecutive beam ports results in the array distribu-
tion being scanned along the array plane of the commutating matrix, and therefore around the
circular array. Table 8.3 gives some representative performance characteristics. It can be seen
that there is a clear distinction between the Blass matrix and the Butler matrix. Large-aperture
systems have a limited scan range whereas small antenna size allows a wide scan range.

Feed || Commutating
—| matrix L { matrix

LAkAAL

Figure 8.11 Schematic diagram of a scanning multimode array

Table 8.3 Summary of typical performance characteristics of RF beamforming systems [24]

Beamformer types Typical scan Typical aperture Typical sidelobe level Bandwidth
range size for multiple beams capability

Blass matrix +60° 16 A —13dB <1%

Butler matrix +60° 16 A —13dB >2:1

In communications, beamforming can improve the connection between a mobile device
and a base station, and avoid coverage of most of the areas where no transmission is needed.
Additionally, a directional antenna may be used by the receiver to improve the signal-to- inter-
ference ratio by nulling out any interference from unwanted transmitters. In both cases, only
rough estimates about the size and shape of such a transformed beam can be made. Therefore,
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there is a need for an improved method and apparatus for beamforming in a wireless commu-
nication system. This approach offers an improved link budget, and also increased capacity
which improves the possibility frequency re-use [2].

Reference [37] describes a method of transmitting information between a station with an
adaptive antenna array and a receiving station. The transceiver station included an adaptive
antenna array, consisting of multiple antenna elements for communication with another trans-
ceiver station. The terminal also included a controller for receiving and transmitting a digitised
data stream coupled with the adaptive antenna array. The data stream included weight vector
information. The arrangement also included a weight modification unit within the controller
for modifying the received weight vector information, with the controller re-transmitting the
modified weight vector information to another transceiver station.

One example of improving the transmission method was to use a space division multiple-
access scheme. Within a transmission area of the antenna array, a spatial/angular filter was
used to minimise inter- and intracell interference. In this way, a sectorised antenna array was
used so that a number of fixed angular ranges were covered. However, a more sophisticated
way of controlling an antenna array is by using a digital beamforming technique. Thus, the
beam can be adapted to the area to be covered more flexibly and accurately.

An antenna array, usable within a base station as well as in a mobile terminal, is shown in
Figure 8.12, which shows only the transmitting part of such an antenna system. The receiving
part can be formed in a similar way. The antenna array here includes four antenna segments
and appropriate driver circuitry. A signal sample generator receives a digital signal to be
sent to a remote receiving unit. The signal sample generator generates a plurality of digital
signals for each antenna element & and these digital signals are respectively multiplied at the
multiplier by weight vectors. Thus, the linear combination of the data at the kth sensor can be
expressed as:

K—1

7@ =Y wi(n)x(n)

k=0

where w; (n) is the complex weight at the kth element conjugated with x; (n), which is the nth
sample of the incoming signal at the kth antenna array element.
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Figure 8.12 Configuration of a beamforming antenna
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The processor controls the antenna to perform adaptive beam steering using multiple transmit
antennas, in conjunction with receive antennas of the receiver, by iteratively performing a set of
training operations. During training operations the processor causes the beamforming antenna
to transmit a training sequence, while the receive antenna-array weight vector of the receiver
is set and a transmitter antenna-array is switched between a set of weight vectors.

Figure 8.13 shows block diagrams of one example of both a transmitter and a receiver which
are part of an adaptive beamforming multiple- antenna radio system. The transceiver includes
multiple independent transmit and receive chains and performs phased array beamforming,
using an array that takes an identical RF signal and shifts the phase for one or more antenna
elements in the array to achieve beam steering.
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Figure 8.13 Transmitter and receiver with beamforming antennas
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Each of the phase shifters produces an output that is sent to one of the power amplifiers,
which amplify the signal. The amplified signals are sent to an antenna array that has multiple
antenna elements. In this example the signals transmitted from the antennas are radio frequency
signals between 56 and 64 GHz using quantitised phase shifters or complex multipliers.

8.3 Millimetre Wave MIMO

There are existing point-to-point wireless links that reach speeds of the order of Gb/s. For
example, a 1.25 Gb/s point-to-point link using the 60 GHz band is reported in reference [38],
and similar products are available in the marketplace [39]. However, MIMO (multiple input
multiple output) technology can be used to increase such data rates by more than an one order
of magnitude, to 10—40 Gb/s. In effect MIMO technology provides the ability for an array to
support many independent communications channels as long as the elements in the array can
“see” a separate link to a specific element in the communicating array. The elements in the
H matrix transfer function are then (essentially) independent [40]. In addition to the natural
application for communication infrastructure recovery after disasters, such wireless links offer
tremendous commercial potential, as they can be used interchangeably with optical transmis-
sion equipment. For commercial applications, perhaps the greatest advantage of 10—40 Gb/s
wireless links is their low cost, as they provide the bridge connections between optical links,
where difficult terrain such as mountains and rivers are to be crossed or where installation
costs are prohibitive, as in city centres.

When the same signal is transmitted by each antenna, it is possible to get approximately an
MN-fold increase in the SNR, yielding a channel capacity equal to:

C =~ B log,(1 + MN SNR,) 8.1
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Thus, it can be seen that the channel capacity for the MIMO system is higher than that of
multiple-input single-output or single-input multiple-output. However, it should be noted here
that in all four cases the relationship between the channel capacity and the SN R is logarithmic.
This means that trying to increase the data rate by simply transmitting more power is extremely
costly [41].

When different signals are transmitted by each antenna, it is assumed that N > M, so that
all the transmitted signals can be decoded at the receiver. The critical idea in MIMO is that it
is possible to send different signals using the same bandwidth and still be able to decode them
correctly at the receiver. This is analogous to creating a channel for each one of the transmitters.
The capacity of each of these channels is roughly equal to [40]:

N
Csingle ~ B 10g2 (1 + M SNRO> (82)

However, since there are M of these channels (M transmitting antennas), the total capacity of
the system is:

N
C ~ MB log, (1 + i SNRO> (8.3)

As can be seen from Equation (8.3), a linear increase in capacity is obtained with respect to
the number of transmitting antennas. Thus, the key principle here is that it is more beneficial to
transmit data using many different low-powered channels than using one single high-powered
channel [42]. Figure 8.14 shows the information capacity for one-input one-output, two-input
two-output and three-input three-output systems. As the number of MIMO systems increases,
the information capacity increases accordingly.
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Figure 8.14 Information capacity for one-input one-output, two-input two-output and three-input three-
output systems
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Figure 8.15 Configuration of a millimetre wave MIMO system. Each integrated circuit (IC) consists
of an array of subarrays. Each subarray in a node steers a beam towards the node it is communicating
with, providing beamforming gain and intersymbol interference (ISI) reduction

Figure 8.15 is an example of a millimetre wave MIMO configuration. At small wavelengths
around 60 GHz, it is possible to synthesise highly directive beams with moderately sized
antennas, permitting significant spatial re-use and drastically limiting multipaths. The key
concepts behind this approach are as follows:

1. Adaptive beamforming. By forming a highly directive beam steerable over ten times of
half-power beamwidth, the task of installation can be simplified. The directivity gains are
obtained at both the transmitter and receiver by the use of adaptive antenna arrays, which
are termed subarrays.

2. Spatial multiplexing. The transmitting and receiving nodes each consist of an array of
subarrays, as shown in Figure 8.15. After transmit and receive beamforming using the
subarrays, each subarray can be interpreted as a single virtual element in a multiple-input
multiple-output (MIMO) system. As a consequence of the small wavelength, moderate
separation between the subarrays ensures that each virtual transmit element sees a suitable
differential response at the virtual receive array. This enables spatial multiplexing; different
virtual transmit elements can send different data streams, with a spatial equaliser at the
virtual receive array used to separate the streams.

Figure 8.15 shows a 4 x 4 array of subarrays at each end, with the following parameters:

e Each parallel spatial link employs quadrature amplitude modulation (QAM) with full
bandwidth, transmitting at 3 Gb/s.

e A selected eight out of the 16 subarrays transmit parallel streams at 3 Gb/s, resulting in an
aggregate link speed of 24 Gb/s.

e All 16 subarrays at the receiver are used in the spatial equaliser in order to separate out the
eight parallel data streams.

The signal processing underlying a millimetre wave MIMO system operates from the beam-
forming layer to the spatial multiplexing layer. At the beamforming layer, each subarray at the
transmitter synthesises a beam to point towards the receiver, and each subarray at the receiver
synthesises a beam to point towards the transmitter. Once these beams have been formed,
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spatial multiplexing layer signal processing for the resulting virtual MIMO system can con-
tinue. Possible low-cost implementations of millimetre wave MIMO systems however, rest on
ongoing advances in modern CMOS (complementary metal oxide semiconductor) technology,
as well as cost-effective packaging techniques.

Beamforming and diversity using receive antenna arrays are a classical concept in com-
munication theory, but the important role played by transmit antenna arrays, when used in
conjunction with receive arrays, was pointed out by the pioneering work of Telatar [43]. Since
then, three major concepts for utilising transmit antenna arrays have emerged: spatial diversity,
spatial multiplexing and transmit beamforming.

Millimetrewave MIMO is different from other MIMO systems at lower frequencies in two
aspects:

e Beamforming layer. The beamforming function is preferred for line-of-sight or quasi-line-
of-sight channels whereas diversity is preferred for non-line-of-sight channels.

e Spatial multiplexing layer. Spatial multiplexing is obtained by focusing the receive antenna
array on the different transmit antenna elements instead of relying on a rich scattering
environment.

Beamforming layer signal processing for beamforming is discussed below. At millimetre
waves, it is very challenging with current technology to have analogue-to-digital conversion of
a signal with several GHz bandwidth at sufficient precision, for beamforming on the complex
envelope. The first step is therefore to consider the architecture for the beamforming layer that
combines up/down conversion with antenna phase selection.

8.3.1 Beamforming Layer

The basic building block of a millimetre wave MIMO system is a beamsteering integrated
subarray. Each beamforming integrated circuit (IC) electronically steers an M x M antenna
array with element spacing d, as shown in Figure 8.15, where the required M is estimated to
be between 4 and 10.

The antenna directivity is proportional to its effective aperture. The effective aperture of
the subarray can be increased using a telescopic dish configuration or a planar printed circuit
board implementation (see Figure 8.16), while maintaining the steerability of the antenna. This
provides the necessary beamforming gains to offset the higher attenuation in millimetre waves,
and can be used to suppress the multipath to the possible extent.

The directivity gain of each subarray is:

_ 4 Aeff

G 2

The effective aperture A, of the half-length spaced square array at millimetre waves is small.
A, can be increased using:

(a) lenses with a large diameter (see Chapter 6) or
(b) antenna elements on a printed circuit board with a large area.
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Figure 8.16 Steerable subarray configurations: (a) lens antenna and (b) planar configuration

While phased arrays at lower speeds can employ complex-valued beamforming weights at
baseband, such approaches do not scale to the symbol rates and carrier frequencies of interest
in this book. Therefore a row—column beam-steering IC, as depicted in Figure 8.17, is used in
which two multiphase local oscillators are mixed to synthesise the millimetre wave carrier for
each antenna element. Thus, the phase of the (7, j)th element of the array is given by

oG ) =)+ (), 1=i,j=M (8.4)

where ¢, (i) is the phase for the ith row and ¢, (/) is the phase for the jth column, both chosen
from a discrete set of values distributed uniformly around the unit circle. For the far-field
regime, the transmit subarrays beamform towards the receiver subarrays and vice versa, which
can be accomplished efficiently using a two-parameter search.

A special case of the row—column beam-steerer occurs when both the horizontal and vertical
phases obey a linear profile, corresponding to steering a linear array in a specific direction;
ie. ¢, (i) = ié;, and ¢,(j) = jb,, where §, = 2m sin6, /1 and §, = 2m sin 6, /A are the phase
shifts for adjacent horizontal and vertical elements, respectively, corresponding to a horizontal
steering angle of 6, and a vertical steering angle of 6,. Here the phase increments 6, and
0, must also be chosen from the discrete set allowed by our hardware constraints (i.e. phase
increments of 7 /4 or 77 /8, corresponding to the use of 8- and 16-phase oscillators, respectively).
The minimum phase increment corresponds to the desired resolution in steering angle.

; i
] l
% Patch array
layer

Mixer

?ean:l_ § H layer
orming 3 f

o Beam-selecti
module <_> hey:l selecting

T

Figure 8.17 Configuration of the row—column beamsteering array [44]
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8.3.2 Spatial Multiplexing Layer

The millimetre wave MIMO antenna can be designed as an array of monolithic subarrays (see
Figure 8.15). Spatial multiplexing is obtained in effect by focusing the receive subarrays on to
the individual transmit subarrays. Once the subarrays beam-steer along the desired direction,
they can be considered to be antenna elements of a virtual MIMO system. An N x N array
of subarrays with lateral spacing D has dimensions (N — 1)D x (N — 1)D. To realise the
desired spatial multiplexing, each of the N virtual transmit elements must see a different N
receive array response, in order to be able to separate out the different transmitted streams.
The Rayleigh criterion in imaging [45] determines the minimum spacing between transmit
elements so that they can be resolved by the receive array with no coupling effect. In the
case of sub-Rayleigh spacing, the correlation between the responses at the receiver for two
different (virtual) transmit elements can be derived. For uniform linear arrays (ULA) aligned
to the broadside of each other, as displayed in Figure 8.18, spatial angular separation of two
transmitters is:
80 = D/R

Then, the signal phase separation at the receivers is
8¢, =80 x 2m D/A

If the phase difference at the receiver is 8¢, = 7 (e.g. D = /AR/2), then simply in-phase
combining the receiver signals to point the receiver array at the desired transmitter will result
in (ideally) 100 % suppression of the signal from an undesired transmitter. This corresponds
to the Rayleigh criterion in diffraction-limited imaging.

The above circuit functions are integrated in an array format (see the block diagram in
Figure 8.17) to support an M x M antenna matrix. Consequently, the highly regular floor plan
of the top-layer layout of the beam-steering IC eases the chip-to-board interface design and thus
accommodates the matching networks for the antenna matrix. This high layer of parallelism
and complexity can be implemented using modern CMOS technology. The main advantage of
using CMOS for millimetre wave systems up to 100 GHz (see Section 9.3) is its capability to

a” i

Figure 8.18 Geometry of the linear array MIMO system at the spatial multiplexing layer
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Figure 8.19 Capacity of the single point-to-point link for different modulation schemes, selecting two,
three, four and five elements at Tx and Rx. (Reproduced by permission of © 2007 IEEE [47])

integrate massively parallel transceiver arrays for directivity gain and adaptive beamforming.
The beam-steering ICs are already in development using a 90 nm CMOS technology [46].
Preliminary system level simulation shows a 90 dB gain with a 32 x 32 overall array —4 x 4
beam-steering ICs with each one supporting an 8 x 8 antenna matrix [44].

Figure 8.19 shows the median value of the capacity of the measured channel based on the
number of elements per array ([Tx -Rx] = [2-2], [3-3], [4-4] and [5 - 5]), with three different
SNR values: 10, 20 and 30 dB. One can see that the capacity of the measured channel is slightly
lower than that of the MIMO Rayleigh channel. The difference between the experimental results
and the theoretical values increases as the SNR increases. This difference is mainly due to the
fact that the distance between the elements is not infinite but is equal to one wavelength, that
the angles of arrival and departure of the signals are not uniformly distributed and that the
channel is not ideal (a finite number of multipaths).

8.4 Mode-Tracking Antennas

High-speed mobile applications are required to be spectrum and power efficient in order to
have accurate pointing of the antenna from base stations or access points towards mobile
devices. Thus some form of antenna tracking is desired. To achieve this goal, there is a variety
of microwave sensing techniques in use that are employed to detect and correct pointing errors.
These include conical scan, peripheral feed horns, step track and the more expensive and more
accurate multimode monopulse systems. Depending on the application, all of these approaches
suffer from certain disadvantages. These limitations include pointing inaccuracy, a relatively
slow response time, the deleterious effect of atmospheric scintillation and implementation
complexity in the case of low-cost systems.

A special technique for RF beam scanning is described [48], which takes the form of gen-
erating proportions of higher-order waveguide modes within the antenna feed horn in order to
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electronically squint the secondary pattern in the azimuth and elevation planes. This technique
involves a high-performance horn configuration, which incorporates the sequential lobing or
beam-shift tracking capability of multimode feeds to provide an accurate, yet fast, response
method of acquisition and fine pointing of a base station antenna. As with other methods of
tracking, gross changes of antenna pointing are undertaken by incremental use of the main
axis drive motors. A mode generator is introduced within the primary-feed system to produce
the desired higher-order mode selectively.
The principal advantages of this form of tracking are:

e There is no need for a separate and expensive tracking receiver.

e Relatively simple microwave components are employed in the feed chain.

e All solid-state technology using PIN diodes, as can be seen in Section 4.2 on a multimode
horn antenna, are controlled by a microprocessor that is compatible with existing control
systems.

e For fast electronic acquisition, use of PIN diodes leads to the capability for extremely
high switching speeds and implies that the system can cope with all effects encountered
in the tracking movement, thus maintaining equivalent isotropically radiated power (EIRP)
stability.

e Greater stepping speed provides larger sample gathering in a short time and hence improves
the noise performance of the system.

e Greater ability to optimise antenna pointing is provided over very short time intervals with
consideration of real-time tracking, e.g. during wind gusts or rapid platform movement in
the case of oil rig, ship-borne or vehicle-mounted antennas.

e [ ess volume is required, thus easing accommodation and mounting aspects.

e The feed system can be easily retrofitted to an existing antenna.

® A pointing accuracy results, which may approach, or equal, that of the traditional monopulse
system and be superior to existing conical scan or step track systems.

e For the end user, employment of this method of electronic tracking leads to both a reduction
in the required motion during acquisition, less demand and wear on motor drives, rack, etc.,
thus minimising the maintenance times and replacement of worn parts.

e Abetter fault tolerance is achieved. In the unlikely event of a single diode failure condition in
either, or both, the azimuth and elevation planes, a mobile tracking device is still maintained.

e Depending on the antenna configuration, replacement diode assemblies may be fitted while
the antenna is operational.

For the principle of operation of an overall system, the operation of the beam squint tracking
system may firstly be explained with reference to Figure 8.20, which shows the locations of the
beam relative to the true antenna boresight in contour plot form. The central axis (0) of the circle
represents the direction of the boresight, and positions away from the axis represent angles
from the boresight. The antenna feed includes four sequentially operated PIN diode-controlled
mode generators, which squint the beam to four different angles, 1, 2, 3 and 4. It should be
appreciated that the axial directions 1, 2, 3 and 4, indicated in Figure 8.20, are associated with
the maxima of reception; a signal located away from the boresight axis is still received, but
the level is reduced marginally due to its displacement (the effect of induced mode conversion
from the mode generator is to translate the antenna’s secondary pattern through an angle of
0.06°, corresponding to a beam shift of 20 % of the half-power beamwidth).
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Figure 8.20 Polar diagram showing the directional locations of the squinted secondary beam peak
levels (U, D, R, L) relative to the boresight (0) and position of the incoming mobile terminal (x)

Consider a beacon signal transmitted from a mobile device that may be located at an off-
boresight position x in Figure 8.20. It is assumed that the position of the incoming beacon is
not known at the receiving antenna. To locate the mobile device position, each one of four
higher-order waveguide mode generators in the base station begins a search pattern in which
the reception direction of each beacon signal strength is switched from the true boresight (0)
to each of the positions U, D, R and L in turn [48]:

U = elevation up

D = elevation down
R = azimuth right
L = azimuth left

The intensity of the beacon signal at each beam position is detected by the communications
receiver, sampled by an analogue-to-digital (A/D) converter and each measurement is passed
to a microprocessor where it is stored in conjunction with its coordinate direction. The system
block diagram portraying the arrangement of the electronically controlled PIN diode wave-
guide mode generators in the feed chain, the communications receiver, the analogue-to-digital
converter, the microprocessor and the steering control mechanism is shown in Figure 8.21.
The rapid switch-and-measure sequence enables the whole search pattern to be completed in
a small fraction of a second. Although the mobile device is in general always moving, no
substantial change in position occurs with in this time frame. Thus, the four measurements of
the search pattern (U, D, R and L) can be regarded as simultaneous.

From the polar diagram (Figure 8.20) it is evident that the beam squinted positions, directions
U (elevation/up) and R (azimuth/right), will give stronger signals than in the corresponding
directions D (elevation/down) and L (azimuth/left). Furthermore, beam position U will produce
a stronger signal than the direction of R. Using the data accumulated concerning the off-axis
performance of each direction during a single frame, the coordinate position x is computed



MODE-TRACKING ANTENNAS 221

Antenna
U D
LTR
Transceiver
Microprocessor
A/D, D/A
Steering module === "- : To antenna

Figure 8.21 Electronic tracking system simplified block diagram for receive channels [49]

and this provides an error signal for the feedback loop operating the steering. To establish the
position estimates, if a parabolic main beam shape is assumed, it can be shown that the tracking
error is [49]

_ AP (volts/d )
o= 0 volts/degree

where A P is the difference in signal level measured at the two squinted positions in a common
plane, 0 is the beam deflection and £ is a constant that depends on the antenna dimensions and
operating frequency.

As each PIN diode mode generator operates rapidly, this makes it possible to obtain a
sequence of positions at short time intervals which can also provide the necessary data for a pre-
diction algorithm [50] (if this beam squint system is backed up by a complementary intelligent
smooth step track system). In the case of an access point using well-established information
about radiation distribution and reflection characteristics inside a room, the algorithm can
predict the direction of the optimum wireless link. Furthermore, it is also possible to estimate
the time required for a steering operation and hence to obtain a predicted final position where
the mobile device will be at the end of the steering operation. The predicted position constitutes
a suitable input for the feedback loop. The advantage of the beam squint approach is clearly
evident as all directional data concerning the mobile device are obtained using electronic
methods.

This reduces the use of the motor drives and obtains more data in a shorter time, whereby
the performance of pointing prediction algorithms is enhanced. It simplifies searching during
steering, since fundamentally different systems are used for the two operations.

A feed network is required (outlined in Chapter 4) that produces the desired beam shift
necessary to define the magnitude and direction of an antenna’s pointing error, based on
prescribed and equal deviations in the azimuth plane (Ax) and in the elevation plane (Ay). In a
practical application, such a feed (Figure 8.22) would also handle a receive and transmit link,
as well as the embedded beacon or tracking signal. Commencing with the conical horn, this
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feed comprises the serial connection of a taper, a higher-order mode generator or converter
and a conventional orthomode transducer (OMT).

Control signal

Recei\V

Transmitter diode Control signal

Control signal

Control signal Antenna

Figure 8.22 Example of an RF feed chain incorporating an electronic beam shift tracking for vertically
polarized signals in a millimetre wave access point

To simplify the understanding of the action of the mode generator, it is best to view the
device operating in a transmit sense. In this case, a fundamental mode is injected into the
circular waveguide of the OMT. The next component towards the radiating horn is a mode
generating section. For the purpose of this discussion, the mode generator may be considered
as a “black-box” into which the fundamental mode signal is injected.

The output from the “black-box’” will be a proportion of the original fundamental mode
together with a component of a desired higher-order mode. This derived higher- order mode,
in combination with the fundamental mode, propagates to the horn and produces a modified
aperture illumination. Assuming the higher-order mode is present at the horn aperture in the
correct amplitude and quadrature phase relationship relative to the fundamental mode, then
the modified aperture illumination can be arranged to produce an overall phase tilt.

To obtain sufficient tracking information to define the antenna pointing error fully, it will
be necessary to produce and analyse beam shifts in two orthogonal directions. For tracking in
the other orthogonal cardinal plane, a similar arrangement of mode generators is used.

Since reciprocity will apply when the antenna is operating in the receive sense, the power
level variation that occurs with the beam shift can then be detected by the conventional com-
munications receiver, as indicted in Figure 8.21. In operation, the mode generator is controlled
electronically in a sequential manner, to switch the modes. The mode generator section com-
prises a central circular waveguide with a number of short-circuited rectangular waveguide
auxiliaries coupled at the periphery of the circular waveguide in selected positions. Each aux-
iliary waveguide connected to the central circular waveguide is terminated by a PIN diode.
The mode generator is activated by reversing the bias of the PIN diode and the incoming
higher-order mode (from the horn) is converted into the fundamental mode by introducing an
asymmetry to the circular waveguide.
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Two discrete mode generator sections are used to achieve orthogonal plane (Ax/Ay) beam
deviations in linear polarisation. Connected directly to the horn throat is the TE,, mode gener-
ator in which one pair of diametrically opposed auxiliary rectangular waveguides (aligned with
the horizontal plane) are coupled “longitudinally’ to the periphery of the central circular wave-
guide. The TM,; mode generator has a second pair of auxiliary arms (transversely coupled),
which are again diametrically opposed to each other. In this arrangement, the auxiliary wave-
guides in the TM,, mode generator provide elevation plane (A y, up and down, respectively)
tracking information, and the lateral auxiliary waveguides of the TE,; mode section provide
azimuth plane (Ax, left and right) beam deviation. In operation, PIN diodes in each auxiliary
arm operate in turn while the other three remain inoperative.

The beacon receiver output then varies in synchronisation with the switching of each auxil-
iary waveguide so that tracking information is gathered (the time multiplexed frame data rate,
which is dependent upon particular system requirements, may be varied from a low rate to
many millions of samples per second).

The complete feed system incorporating TM,, and TE,; mode generators was characterised
at the beacon frequency for the usual principal H, E and diagonal plane radiation patterns. Each
mode generator is rendered inactive, i.e. all diodes are in the “off™ state in order to establish
that their presence has no effect on propagation in the central circular waveguide. While the
inherent diagonal plane peak cross polarisation is better than —40 dB, the quality of balance
between each pair of mode generator arms is also good, exhibiting a peak value of —35dB in
the principal plane.

Dealing with each active diode pair in turn, the lengths of the terminating rectangular
waveguide short-circuits are individually optimised to establish the desired level of mode
conversion. This mode conversion is measured in the far field as induced cross polarisation in
the principal planes. A photo of a mode tracking antenna is shown in Figure 8.23.

ERA’s 2030 GHz electronic
beamsquint tracking feed
far EURECA.

Figure 8.23 Mode tracking antenna. (Reproduced by permission of © 2007 ERA Technology Ltd, from
a research project at ERA Technology Ltd, http://www.era.co.uk/ )
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Table 8.4 Summary of various classes of smart antennas
Spatial Aspects Pros Cons
technique
Beam Switching among set of  Easy to implement. No Underperforms in systems
switching predefined fixed phase shifter is needed. with multirate services
multiple beams Stable performance when all ~ where both low data rate
users have low/ similar data ~ speech service and high
rates data rate applications are
simultaneously supported
since beams cannot track
users
Beam Main beam is directed Weight is the same as the Requires direction of
steering towards the desired user  steering vector arrival estimation of the
Provides array gain desired user
and steering gain for Suboptimal performance in
spatially white interference terms of SNR or SIR
environments
MIMO The most adaptive Increase diversity and Computationally intensive.

scheme

SNR and SINR are
optimised based on
some given criterion

capacity

Optimal weight vector and
optimal performance

Multiple transceivers are
needed

SINR: signal to interference plus noise ratio.

In summary, this chapter concludes by comparing the various classes, both in the light of
currently obtained results and with respect to the underlying trends (Table 8.4).
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9

Advanced Antenna Materials

Atmillimetre wave frequencies, materials and integration techniques in RF systems are subject
to more demanding performance constraints. One example in printed technologies is substrate
water absorption, which above 10 GHz can cause unacceptable losses in elements such as
antennas, filters and transmission lines, particularly over extended periods of time and under
conditions of varying humidity. Many materials, which are used for 2.4 and 5.8 GHz wireless
local area networks, may also have high dielectric loss for millimetre wave applications. In
addition, the market demands improved performance at low cost. Thus, new material tech-
nologies must be identified that can simultaneously fulfil these requirements of performance,
frequency and environmental invariance, and low cost.

Millimetre wave systems tend to be designed around two major philosophies: system-on-
chip (SoC) and system-on-package (SoP). System-on-chip is a fully integrated design approach
with RF passive components and digital and/or optical functions on-wafer [1]. System-on-
package incorporates analogue components into a multilayer dielectric material and integrates
chips within or on the same dielectric packaging material [2]. For the system-on-chip approach,
especially for millimetre waves, gallium arsenide (GaAs) is normally used owing to the high
cut-off frequency performance it offers digital transistors, and for the lower substrate loss it
provides for analogue components. However, GaAs is much more expensive than silicon, and
using large areas of the substrate for analogue components is not deemed to be cost effective.
Silicon germanium (SiGe) on either CMOS/BiCMOS-grade silicon (Si) or high-resistivity Si
is a lower cost option than GaAs for some applications, but it is still a relatively lossy substrate
for passive RF components. System-on-package (SoP) modules solve the major shortfalls of
system-on-chip (SoC), by providing a low-loss substrate material for the RF passives and a
unique space-saving capability for chip integration in or on the substrate.

The industry standard for circuit boards, i.e. FR4, becomes unacceptable due to prohibitively
large losses and is not suitable for SoP in the high gigahertz range. Low temperature co-fired
ceramic (LTCC) has attractive electrical characteristics, can support dense multilayer circuit
integration and has very good package hermeticity, but the cost is also relatively high [3].
Notwithstanding the cost issues, it is a major candidate in millimetre wave system integration,
but owing to its limitation in terms of design rules (i.e. minimum line width and spacing)

Millimetre Wave Antennas for Gigabit Wireless Communications Kao-Cheng Huang and David J. Edwards
© 2008 John Wiley & Sons, Ltd
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compared to thin-film technologies, the design at millimetre wave frequencies becomes chal-
lenging. Nevertheless, the very mature multilayer construction capabilities of LTCC enable
the replacement of broadside coupling mechanisms by vertical coupling, and make LTCC a
competitive solution to meet millimetre wave design requirements.

The recent introduction of liquid crystal polymer (LCP) substrates and packaging materi-
als that have low loss (at least tan § < 0.005) and multilayer construction capabilities, has
meant that they can be considered for vertical integration, and they have the added benefit of
low water absorption properties and good mechanical properties. LCP technology combines
the properties of polymers with those of liquid crystals. These hybrids show the same meso-
phase characteristics as ordinary liquid crystals, while still retaining the versatile properties of
polymers.

As a final consideration, the development of new millimetre wave applications in CMOS,
metamaterials and high-temperature superconductors will also be described in this chapter.

9.1 Low-Temperature Co-fired Ceramics

LTCC as a ceramic multilayer technology has great potential for micro- and millimetre wave
applications. In spite of being a very mature technology, LTCC has recently gone through large
improvements in material development and has become widely available for communication
equipment manufacturers through LTCC foundries. The competitive price of materials and
production costs makes LTCC an attractive solution for system-in-package (SiP) and multichip
modules (MCM) [4]. LTCC circuits can consist of 2 to 100 layers. LTCC substrates are robust,
hermetic and environmentally stable. These features and other favourable characteristics are
utilised to develop compact and efficient modules for communication and sensor applications.

Modern millimetre wave communications require a low manufacturing cost, excellent per-
formance and a high level of integration [5]. LTCC system-on-package (SoP) [6] enables these
requirements to be met. The approach offers great potential for passive integration and enables
microwave devices to be fabricated with high reliability and reproducibility, while maintaining
a relatively low cost base. Numerous publications [6, 7] have dealt with the development of
three-dimensional LTCC passive components that are the critical building blocks in multilayer
high-density architectures.

It is clear that millimetre wave antenna and circuits need to have high accuracy and have
small tolerance for implementation. Therefore, it is worth understanding the whole processing
history of LTCC as this could be useful for device debugging and optimisation. The whole
process can be divided into the following steps (see Figure 9.1).

1. Substrate Preparation

The green sheets (unprocessed material) are usually shipped on a roll; the tape has to be
unrolled on to a clean, stainless steel table. The sheet is then cut with a sharp blade, laser
or punch into parts (these parts have to be a little larger than the blank size, if the material
needs to be pre-conditioned). If a laser is used, its power should not be too high as it could
cause damage to the sheets. Some tapes need to be pre-conditioned, such as baking the raw
material for about 30 minutes at 120 °C (subject to the particular material). Normally the tapes
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Figure 9.1 LTCC processing

are shipped with an applied foil/bake sheet, which has to be removed before lamination; some
processors use this foil as a filling mask for the vias. In the meantime, a blanking die is used
to create orientation marks and lamination tooling holes (and the final working dimension in
case of tapes that are to be pre-conditioned). Arbitrary shapes of cavities and windows can be
formed with the laser at this stage.

2. Via Forming
Vias may be punched or drilled with a low-power laser. They can then be filled with a
conventional thick-film screen printer or an extrusion via filler.

e In the first case the tape has to be placed on a sheet of paper which is placed on a porous
stone; a vacuum pump then holds the tape in place and is used as an aid for filling. In this
approach, the vias must have a larger diameter than the tape thickness. The smallest possible
size of vias to be filled also depends on the viscosity of the filling paste.

e The second method of filling the vias is to use a special material (an extrusion via filler) that
works with pressures of about 4 to 4.5 bar.

Both methods need to have a stainless steel mask.

For the filling of blind vias (i.e. vias that do not go through substrates), it is advisable to form
the holes in the masks a little smaller than the diameter of the blind vias. Otherwise problems
could occur with the filling rate.
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3. Printing

Co-fireable conductors, etc., are printed on the green sheet using a conventional thick film
screen printer. As with the via printing process, a porous stone is used to hold the tape in
place. Printing of the conductor can have high resolution because of the flatness and solvent
absorption properties of the tape. After printing, the vias and conductors have to be dried in
an oven at 80 to 120°C for 5 to 30 minutes (depending on the material); some pastes need
to level (flow) at room temperature for a few minutes before drying. In this process, resistors
may vary their value when terminated with different conductors.

4. Collating
Each layer constructed in this way is placed in turn over tooling pins. Some foundries use heat
to fix the sheets one on top of the other.

5. Lamination
There are two possibilities in laminating the tapes [8].

The first approach is named uniaxial lamination; the tapes are pressed between heated
platens at 70 °C, 200 bar for 10 minutes (typical values). This method causes higher shrinking
tolerances than the second method, of isostatic lamination (see below). The main challenge in
this process is the flowing of the tape, which results in high shrinkage (especially at the edge of
the wafer) during the firing, and varying thicknesses of each layer (which causes hard problems
on the high-frequency sector). Thus uniaxial lamination can possibly cause dimension changes
with cavities/windows.

The second approach is to use an isostatic press. In this approach the stacked tapes are
vacuum packaged in a foil and pressed in hot water (similar temperatures and times are used
as in the uniaxial press). The pressure is about 350 bar.

It should be noted that deep cavities and windows need to have an inlay during the lamination
process.

6. Co-firing

Laminates are fired in one step on a smooth, flat setter tile. The firing should follow a specific
firing profile (which means that the temperature must be controlled as a function of time and
varied according to the details of the process). This means that a programmable box kiln must
be used.

A typical profile shows a (slow) rising temperature (about 2-5 °C per minute) up to about
450 °C with a dwell time of about one to two hours, during which the organic burnout (binder)
takes place; then the temperature has to be raised to 850-875 °C with a dwell time of about 10
to 15 minutes. The whole firing cycle lasts between three and eight hours (depending on the
material; large/thick parts require a modification of the firing profile).

Note that resistor pastes need to have especially well defined firing conditions (temperatures),
otherwise the final resistance value varies enormously.

7. Post-processing

Some materials need to be post-fired; this means the paste is to be applied after firing the tape
and then a second firing is undergone. Post-firing thick-film resistors are normally used in 90 °
hybrid couplers and smart antennas. Resistor pastes need to have defined firing conditions
(temperatures) to achieve the correct resistance. Solder conductors are also processed at the
post-firing phase.
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If the fired parts have to be cut into smaller pieces or other shapes, there are three different
ways to achieve this:

1. The first is to use a post-firing dicing saw, which is a common method and works very well
for rectangular shapes; it holds tight outside dimensional tolerances and allows high-quality
sharp edges.

2. The second possibility is to use an ultrasonic cutter; this approach generally achieves low
tolerances although the technique allows for the production of unusual shapes. This process
is very slow and expensive.

3. The third method uses a laser to cut the fired tape; while the tolerances are tight, the quality
of the edges is not good.

At this point some particular features of LTCC will be discussed, including cavities,
crosshatched ground planes and vias.

Cavity design is one of the attractive features for LTCC and a typical example will be
considered, as shown in Figure 9.2. Electronic components can be integrated within cavities
for both functional and environmental purposes. As a general rule the cavity corner is normally
rounded. It is usually recommended for the corner to have a radius larger than 100 pm. An
embedded air cavity [9] and a staggered via structure can be adopted for a reduction in shunt
capacitance and discontinuity. However, this is complicated by concerns of deformation during
lamination and firing, particularly for thin or deep walls (the lamination and firing processes
produce distortions that can alter the behaviour and the integrity of tall thin-walled structures).

Window Outer cavity
Stripline

LTCC —+

]
] .
Ll | Inner cavity
|
)

Figure 9.2 Six-layer LTCC with cavities and windows

Crosshatched ground planes (i.e. discontinuous or perforated ground planes) are an attractive
approach for LTCC as they use less precious metal and, most importantly, improve the robust-
ness of the ceramic bonding and reduce distortion in the process. It is typical that the lines of
the crosshatching (the conductor) are half as wide as the spaces, and therefore there is only
55 % metal coverage of the ground area. The savings in metallisation are therefore significant.
Solid areas are, however, required for electromagnetic reasons at via landings and are added
below a patch or other antenna elements, as shown in Figure 9.3.

Patch layer
y &
I I Crosshatched
77 ground plane
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Figure 9.3 LTCC gridded or crosshatched ground plane showing continuous ground planes at features
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Figure 9.4 (a) RF shield vias, (b) signal vias and (c) thermal vias. The upper row shows the top view
and the lower row is the cut view

There are three types of vias, as shown in Figure 9.4:

1. RF shield vias. Such vias are used to isolate radiation coupling. For example, when a milli-
metre wave patch antenna is fabricated on a larger-size LTCC substrate, its radiation pattern
may be significantly affected by the diffraction of surface waves at the edge of the finite
ground substrate [10]. Also, the excitation of strong surface waves could cause unwanted
coupling between the antenna and other nearby components on the circuit board, thus
degrading the performance of the integrated module as a whole [11]. In this case, RF shield
vias can be used to connect a hollow square of short quarter-wavelength metal strips, as
shown in Figure 9.5. This square is used to surround a patch antenna and research has shown
that the outward propagating surface waves can be suppressed by such a configuration of RF
shielding vias, thus alleviating the problem of diffraction at the edge of the substrate [12].
Additionally, it is also possible to build an integrated waveguide inside a substrate using
such vias. Experiments have shown that metal filled via holes can improve isolation in
LTCC RF multichip packages [13].

2. Signal vias. These are in effect through connections and terminate in each layer in cover
pads. Via sizes are limited by the tape thickness, owing to the aspect ratio of filling the vias.
Small-diameter, very deep vias are difficult to achieve as the filling of small deep holes is
problematic. Keeping the aspect ratio of via to tape close to 1 is considered optimum for
ease of manufacture.

Patch

Probe

Metal strip
Vias
/4—— Ground plane

Figure 9.5 A patch antenna with an RF shielding via wall
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3. Thermal vias. These features are for thermal conduction and are designed so that the con-
necting planes are staggered (offset) with adjacent planes at each layer, to maximise heat
conduction through the volume of the material (see Figure 9.4).

9.2 Liquid Crystal Polymer

As an RF system’s operating frequencies continue to rise, system reliability becomes increas-
ingly reliant on hermetic or near-hermetic packaging materials. Higher frequencies lead to
smaller circuits, and so low material expansion (which is related to water absorption) becomes
more important for circuit reliability, as well as maintaining stable dielectric properties.
Equally important is the ability to integrate these materials easily and cheaply with differ-
ent system components. The best packaging materials in terms of hermeticity are: metals,
ceramics and glass. However, nowadays these materials have often given way to cheaper
polymer packages such as injection moulded plastics or glob top epoxies when cost is a
concern [14]. Plastic packages are attractive from a cost point of view and for ease of fab-
rication, but they are not very good at excluding water and water vapour. A liquid crystal
polymer (LCP) therefore offers a good combination of electrical, thermal, mechanical and
chemical properties. Ideally, a hermetic polymer would be an inexpensive material, and gen-
erate low fabrication costs, while still functioning as a good microwave and millimetre wave
package.

LCPs are organic materials that offer a unique all-in-one solution for high- frequency designs
due to their ability to act as both a high-performance substrate and a packaging material for
multilayer construction [15]. For gases, including oxygen, carbon dioxide, nitrogen, argon,
hydrogen and helium, LCP also exhibits above-average barrier performance. Furthermore, the
permeation of gases through LCP is not affected by humidity, even in an environment with
elevated temperature (e.g. 150°C) [16]. Very low water absorption (0.04 %) and high perform-
ance (¢, =2.9-3.0, tan § =0.002-0.004) make LCPs very appealing for many applications,
and are well placed as a prime technology for enabling system-on-package RF and millimetre
wave designs [15].

LCP has been used as a microwave circuit substrate in thin-film form since the early 1990s
when it was first recognised as a candidate for microwave applications [17-19]. However,
early LCP films did not easily tear and were difficult to process. Lack of good film uniformity
was not acceptable and poor LCP-to-metal adhesion, and failure to produce reliable plated
through holes (PTHs) in LCP limited their capabilities for manufacturing circuits. Devising
and optimising LCP surface treatments, via drilling and de-smearing techniques, were also
necessary in order to bring the material into a state where circuits placed on it could be
manufactured with confidence.

Liquid crystal polymers are identified as a class of thermoplastic polymer material with
unique structural and physical properties. They contain rigid and flexible monomers that are
linked to each other. When flowing in the liquid crystal state, rigid segments of the molecules
align next to one another in the direction of shear flow (as in all liquid crystals). Once this
orientation is formed, the direction of alignment and structure persist, even when the LCP
is cooled below the melting temperature [20, 21]. This is different from most thermoplastic
polymers (e.g. Kapton®), whose molecules are often randomly oriented in the solid state.

LCP almost satisfies the criteria for high-frequency design applications, so the material
has attracted much attention for probably having the best packaging characteristics of all
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polymers. LCP has been called “near-hermetic’’ and has also been compared to glass in terms
of water transmission. Previous literature has described the numerous benefits of LCP, including
References [20] to [24]. These advantages are:

e Near-hermetic nature (water absorption 0.04 %) [25]

e [ow cost

e Low-loss tangent (0.002 to 0.004 for 35 GHz)

e [ow coefficient of thermal expansion (CTE), which may be engineered to match metals or
semi-conductors

Natural non-flammability (no need to add halogens, etc.)

Recyclability

Flexibility for conformal and/or flex circuit applications

Excellent high-frequency electrical properties

Research work has also shown that solid-state devices such as pin diodes can be packaged
in LCP [26], which offers a number of possibilities. In addition, several companies have
recently developed injection- moulded LCP packaging caps [27, 28], which can be used to seal
individual components with epoxy or laser sealing. However, these packages can be bulky,
which may limit the packaging integration density. In addition, these rigid packaging “caps”
(LCP becomes rigid when it has sufficient thickness) can take away one of the LCP substrates
very unique characteristics — that of flexibility.

It is now necessary to look at the particular process of packaging devices in quantity with
a standard thin-film LCP layer. For example, a 102 pum non-metallised LCP superstrate layer
with depth-controlled laser micromachined cavities can be used. This technique has been
demonstrated by creating packages for air-bridge RF MEMS switches. The switch membranes
are only about 3 wm above the base substrate, which allows a cavity with sufficient clearance
to be laser drilled in the LCP superstrate layer. A cavity depth of 51 wm (half of the superstrate
thickness) was achieved for the MEMS package cavities.

This technique can be extended to include additional layers as necessary. To accommodate
devices that require more vertical clearance, multiple LCP layers can have holes or cavities
drilled in them and the layers stacked together (causing corresponding alignment issues). The
packages can be sealed by thermocompression, ultrasonic or laser bonding.

At this point the RF characteristics of the discontinuity introduced by the LCP package
cavities need to be discussed. A relatively new way of packing RF MEMS switches or MMICs
has been reported in which multiple devices are located across an LCP substrate and the
package fitted over both the transmission lines and the devices. Some of the advantages of this
technique are: the flexibility of the substrate is maintained for applications such as conformal
antennas, the package is lightweight, and the LCP packaging layer is a standard inexpensive
microwave substrate which can be incorporated into a system-level package configuration. Two
primary applications in this respect are large-scale antenna arrays with packaged ICs and/or
switches within a multilayer antenna substrate, or perhaps vertically integrated LCP-based
RF modules where switches and/or active devices may be bonded inside a multilayer LCP
construction.

Since LCP has a low dielectric constant (near 3.16) [29], RF impedance mismatches are
minimal when an LCP superstrate layer is added over a standard transmission line. Additionally,
if cavities are machined in the superstrate layer, they do not create large impedance mismatches
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at the cavity interface. Thus, LCP’s low dielectric constant offers the possibility for package
cavities of arbitrary size to be integrated in a superstrate packaging layer accommodating chips,
MEMS or other devices without concern for parasitic packaging effects. The LCP superstrate
layer would then be bonded with a 25.4 pm thick, low melting temperature LCP bond layer to
create an all-LCP package. The seal can then be created by the low melting temperature LCP
(290 °C) layer, which has the same electrical characteristics as the high melting temperature
(315°C) core layers.

Figure 9.6 shows cross-sections of three different transmission lines. The first cross-section
is a standard conductor-backed finite ground coplanar (CB-FGC) line, the second includes a
102 wm superstrate packaging layer and the third has a 51 pm laser machined cavity in the
superstrate layer. The characteristic impedance difference of only 4 () between a transmission
line with a superstrate layer compared to those with a cavity or without a packaging layer,
means minimal reflections are created at the dielectric discontinuity.
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Figure 9.6 Three different conductor-backed finite ground coplanar cross-sections present in the
measured packaging structures: (a) without superstrate, (b) with superstrate and (c) with a LCP package

LCP’s low water absorption makes it stable across a wide range of environments by
preventing changes in the relative dielectric constant and loss tangent. LCP material pro-
cessing is still in its infancy, and its materials cost is of the same magnitude as those in
Table 9.1.

Table 9.1 Material comparison

&, tan & Operating frequency (GHz)  Ref.
LCP 2.9-32  0.0020-0.0045 <105 [29]
LTCC 5.7-9.1  0.0012-0.0063 <65 [1]

FR4 44 0.025 <10 [29]
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However, due to the capability of LCP to be handled by reel-to-reel processing, it is expected
that production costs will continue to fall. At the same time, the material’s flexibility and
relatively low processing temperatures make it suitable for applications such as conformal
antenna arrays, and for the integration of microelectromechanical system (MEMS) devices,
such as low-loss RF switches.

As will be realised from the above, multilayer LCP circuits are feasible due to the material
features of different melting temperatures. High melting temperature LCP (315°C) can be
used for core layers, while low melting temperature LCP (290 °C) is used as a bond ply. Thus,
vertically integrated designs may be realised that are similar to those in LTCC. An additional
benefit in multilayer LCP fabrication is the functionality provided by the low dielectric constant.
This is useful for vertically integrated designs where the antenna is printed on the top layer of
an all-LCP module.

The fabrication difficulties of LCP have been solved gradually over the years [30-37].
A biaxial die extrusion process was developed [19, 25] that solved the tearing problems by
giving the material uniform strength and it also created additional processing benefits. It was
discovered that by controlling the angle and rate of LCP extrusion through the biaxial die, the
xy coefficient of thermal expansion (CTE) could be controlled to between approximately 0 and
40 ppm/°C. Thus, by this process a thermal expansion match in the xy plane can be achieved
with many commonly used materials.

LCP’s z axis CTE is considerably higher, ~ 105 ppm/°C , but due to the thin layers of
LCP used, the absolute z dimension difference between LCP and a 51 um high copper plated
through holes, is less than one of a half-micrometre within a 100°C temperature range [38].
This makes z axis expansion a minimal concern until very thick multilayer modules come into
consideration.

Since 2002, many of the LCP process limitations had been overcome [39], and it became
commercially available in thin films with single and double copper cladding. Interest has grown
quickly in utilising LCP for higher-frequency applications [40, 41]. Many publications [42, 43]
have reported microwave characterization of LCP using microstrip ring resonators of up to
34.5 GHz. Additionally, a 50 Q conductor-backed coplanar waveguide (CB-CPW) transmis-
sion line on LCP [44], has shown LCP to have low loss from 2 to 110 GHz, and a coplanar
waveguide (CPW) on LCP [45] has been measured to 50 GHz.

However, achieving broadband dielectric material characterisation at higher frequencies is
not a trivial task. The ring resonator (see Figure 9.7) provides dielectric information at discrete
frequency points at periodic resonant peaks, but substrate thickness, ring diameter and the
dielectric constant of the material under test all affect the accuracy of the measurement. In
addition, at high frequencies where the skin depth approaches the characteristic dimension of
the surface roughness of the resonator’s metal lines, it becomes difficult to separate the effects

of the conductor from dielectric losses.

Figure 9.7 Ring resonator
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Multiple dielectric characterisation methods can be performed to accurately identify dielec-
tric properties of LCP for frequencies from 30 to 110 GHz [29]. Microstrip ring resonators
(Figure 9.7) of varying diameters and substrate thicknesses, cavity resonators and transmission
line methods have all been used and experimentally cross-referenced to determine accurately
the wideband characteristics of LCP. In addition, coplanar waveguides (CPWs) and microstrip
lines, each on varying substrate thicknesses, have been investigated from 2 to 110 GHz and the
losses have been quantified. These transmission line losses across the millimetre wave range
can provide design guides for loss versus frequency of circuits built on LCP substrates. The res-
ults of these measurements have yielded a thorough knowledge of LCP dielectric properties
and the performance of LCP-based circuits in millimetre wave RF systems.

LCP was originally used as a high-performance thermoplastic material for high-density
printed circuit board (PCB) fabrication [16, 46] and semiconductor packaging [47], but sub-
sequent research work has shown that LCP is virtually unaffected by most acids, bases and
solvents over a considerable period of time and over a broad temperature range [16]. In terms
of mechanical properties, the thermal expansion coefficient of the LCP material can be con-
trolled during the fabrication process to be both small and predictable [47]. For LCP films, with
uniaxial molecular orientation, its mechanical properties will be anisotropic and dependent on
the orientation of the polymer chains. As an illustration, uniaxial LCP film can withstand less
load in the transverse direction (i.e. the direction orthogonal to the orientation of its molecu-
lar chains), than in the longitudinal direction (i.e. the direction along the orientation of its
molecules) [23].

To overcome this problem, biaxially oriented film with uniform transverse and longitudinal
direction properties can be fabricated. The orientation of LCP molecules varies through the
thickness of the film, while at the two faces of the film molecules are oriented orthogonally.
When the orientation angles are +45° and —45° to the stress direction on each surface,
the mechanical properties, such as the coefficient of thermal expansion, tensile strength and
modulus, are almost isotropic [47].

Commercial LCP material is supplied in thin film with predefined thicknesses ranging from
25 pm to 3mm. One or both sides of the LCP film can have 18 pm thick copper cladding.
This copper layer is laminated in a vacuum press at a temperature around the melting point of
LCP [47]. The copper layer can be used for multilayer antenna construction with bonding films.

There are many types of LCP products and their properties vary slightly between types. It
is useful to compare LCP with Kapton® [48], a polymer film that has been used in MEMS
in recent years. Compared with Kapton® polyimide film (Table 9.2), LCP has a low cost
(about 50-80 % lower than Kapton®), is relatively unaffected by moisture and humidity, is
not attacked by certain caustic solutions [16] and is amenable to melt processing. As a result,
bonding between LCP and other substrates (e.g. glass) is simplified. For example, whereas
Kapton® is often bonded with an intermediate adhesion layer, LCP films can bond to other
surfaces directly by thermal lamination.

Table 9.2 Comparison of LCP and Kapton®

Dielectric constant ~ Loss tangent  Tensile strength (kpsi)

LCP 2.8 ~0.004 30
Kapton® 3.5 ~0.002 34
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It is possible to change the permittivity of nematic liquid crystals when a DC voltage is
applied. One example of an application exploiting this property, is a tuneable antenna element
with LCP at millimetre wave frequencies [20]. The concept is based on modifying the resonant
frequency of a microstrip patch by changing the permittivity of the LCP. In order to achieve
this, a cavity has to be formed under the patch filled with LCP, as shown in Figure 9.8.
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Figure 9.8 Configuration of an LCP-loaded cell employing a microstrip patch element

9.3 CMOS

Historically, monolithic microwave integrated circuits (MMICs) have been designed using
III-V semiconductor technologies such as GaAs and InP. These have superior performance
compared to CMOS due to their higher electron mobility, higher breakdown voltage and
the availability of high-quality factor passive components for this technology. However, a
CMOS implementation offers higher levels of integration and reduced cost. Several recent
developments have combined to enable CMOS circuit blocks to operate at very much higher
frequencies compared to earlier approaches. Firstly, millimetre wave CMOS circuits directly
benefit from the higher speed of the scaled technology. Additionally, improved circuit topolo-
gies and new design approaches have been introduced to fully exploit the intrinsically faster
devices. At present, only CMOS oscillators [47-51]have been demonstrated beyond 30 GHz,
while CMOS amplifiers [52-54] and mixers [54, 55] have only achieved operation up to 26
and 21.8 GHz. A key reason for this large discrepancy of operating frequencies, is the lack of
accurate CMOS active and passive device models at millimetre wave frequencies. Thus cir-
cuits employing these components will need to wait for these more accurate models to become
available.

The substrate resistivity of most modern standard silicon processes is 10 {2-cm, which is
many orders of magnitude lower than that of GaAs (10’-10°Q-cm) [56]. Signals that couple
to a low-resistivity silicon substrate incur significant losses, especially at millimetre wave
frequencies. However, the gate material used for CMOS devices is polysilicon, which has a
much higher sheet resistance (~ 10€)/square) than the metal used for the gates of GaAs field
effect transistors (FETs). A higher gate resistance can reduce the transistor power gain and
increase noise. Fortunately, simple layout techniques can be used to minimise the detrimental
effects of the polysilicon gate [57].

The low substrate resistance of CMOS has a direct consequence on the design of transmission
lines while the gate resistance can affect the design of switches; both are important structures
for millimetre wave design. At these frequencies, the reactive elements needed for matching
networks and resonators become increasingly small, requiring inductance values of the order
of 50-250 pH. Given the quasi-transverse electromagnetic (quasi-TEM) mode of propagation,
transmission lines are inherently scalable in length and are capable of realising the precise
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values of small reactances. As a further attraction, interconnect wiring can be modelled directly
when implemented using transmission lines. Another benefit of using transmission lines is that
the well-defined ground return path, significantly reduces magnetic and electric field coupling
to adjacent structures.

Any quasi-TEM transmission line can be characterised using its equivalent frequency-
dependent distributed circuit model (Figure 9.9). The transmission line can also be charac-
terised by the following four real parameters:
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Figure 9.9 Distributed model for a lossy transmission line

Transmission lines implemented on GaAs have no shunt loss, but transmission lines imple-
mented on low-resistivity silicon often have low capacitive quality (O ) factors due to substrate
coupling. For transmission lines that store essentially magnetic energy, the inductive quality
factor (Q,) is the most critical parameter when determining the loss of the line, as opposed to
the resonator quality factor, or the attenuation constant.

Microstrip lines on silicon are typically implemented using the top-layer metal as the signal
line and the bottom-layer metal for the ground plane. Figure 9.10 (a) illustrates the effectiveness
of the metal shield, with essentially no electric field penetration into the substrate. The shunt
loss, G, is therefore merely caused by the loss tangent of the oxide, yielding a capacitive
quality factor, Q., of around 30 at millimetre wave frequencies [57]. The main disadvantage
to microstrip lines on standard CMOS is the close proximity of the ground plane to the signal
line (~ 400 nm), yielding a very small distributed inductance, L. This significantly degrades
the inductive quality factor, O, [57].

An alternative design for on-chip transmission lines is the use of coplanar waveguides
(CPWs) [58, 59], which are implemented with one signal line surrounded by two adjacent
grounds (in the same plane, see Figure 9.10 (b)). The signal line width is used to minimise
conductor loss, while the signal-to-ground spacing, controls the impedance and hence the
trade-off between Q; and Q.. For instance, a CPW of 10 wum width and 7 um space has a 59}
characteristic impedance, and a Q; measured to be about double that of the microstrip [57].
Therefore, CPW transmission lines have considerably higher O; compared to microstrip lines
and so are commonly used in millimetre wave design. It is also easy to take measurements
using wafer probes (Figure 9.10 (c)).
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Figure 9.10 (a) Microstrip, (b) coplanar waveguide transmission lines and (c) wafer probe

Microstrip lines have, to a first-order approximation, constant Q; and Q. regardless of
geometry. Another important issue when designing with CPWs is the unwanted odd (asym-
metric) CPW mode, which arises because CPW lines inherently have three conductors. To
suppress this parasitic propagation mode, the two grounds should be forced to the same poten-
tial [58]. In MMIC:s, this requires the availability of air bridge technology, which is costly. But
underpasses using a lower metal level in a modern CMOS process can be used to suppress
this mode.

In a typical CMOS circuit, the substrate losses seriously limit the Q-factor of a conventional
microstrip line, or a CPW above the CMOS SiO, layer, to around between six and ten, or even
higher. In the CMOS process, much thinner metal layers than those incorporated in III-V-
based ICs are adopted in typical standard foundry processes. This makes improvement of
the Q-factor of CMOS transmission lines a difficult task. However, if the back plating layer
of a typical CMOS microstrip can be raised to the plane of one of the multimetal layers of
the CMOS technology, the resultant new thin-film microstrip will exhibit a smaller cross-
section. Thus microstrip circuits of much smaller widths would have the same characteristic
impedance as that of a much wider microstrip on a CMOS substrate. The penalty for doing this is
the substantial increase in the attenuation constant, which can inhibit electrical performance.
Despite this drawback, a thin-film microstrip is still appealing [60], since a range of small
passive components can be integrated.

Figure 9.11 [61] illustrates the unit cell of one example incorporating the complementary
conducting strip transmission line. On the bottom layer is the connected unit cell, and on the top
surface the unit cell is patterned to make a 50() transmission line. When viewed in cross-section,
the unit cell comprises a raised CPW and a thin-film microstrip transmission line connected
in series. The ground planes of the raised CPW and that of the thin-film microstripline are
connected via the bottom metallic plane. The composite transmission line is a succession of
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Figure 9.11 Top view of a unit cell of the complementary conducting strip [61]

such unit cells in series, which may have linear signal paths bent to achieve the desired signal
routing. Therefore these cells constitute a complete guiding structure in a periodic arrangement.
When viewed from the top surface, the upper metal layer and bottom metal surface complement
each other. The complementary conducting strip (CCS) (Figure 9.11) transmission line is a
periodic array, along which the guided wave experiences a perturbation in the longitudinal
direction. It will be observed that this guiding structure is two dimensional, which increases
the degrees of freedom for designing transmission lines of arbitrary characteristic impedance
and current handling capability. Published work indicates that a very compact layout of the
transmission line, equivalent to that of the LC tank circuit, can be implemented as the adjacent
cells have negligible coupling (typically well below coupling of —20dB [61]). This type of
transmission line has been implemented in a printed rat-race hybrid at 39 GHz on CMOS [62]
and can also be used in a millimetre wave feeding network.

9.4 Meta Materials

The concept of metamaterials, was first postulated in the late 1960s, but only recently has the
subject attracted significant interest since practical implementation solutions have emerged.
Metamaterials are man-made composite structures with artificial elements (much smaller than
the wavelength of electromagnetic propagation) situated within a carrier medium. These mater-
ials can be designed with arbitrary permeability and permittitivity [63]. Left-handed materials
are characterised by a negative permittivity and a negative permeability- at least across a por-
tion of the electromagnetic frequency spectrum. As a consequence, the refractive index of
a metamaterial can also be negative across that portion of the spectrum. In practical terms,
materials possessing such a negative index of refraction are capable of refracting propagating
electromagnetic waves incident upon the metamaterial in a direction opposite to that of the
case where the wave was incident upon a material having a positive index of refraction (the
inverse of Snell’s law of refraction in optics). If the wavelength of the electromagnetic energy
is relatively large compared to the individual structural elements of the metamaterial, then the
electromagnetic energy will respond as if the metamaterial is actually a homogeneous material.
Published work shows that antenna gain can be enhanced by using metamaterials as antenna
substrates [64].
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As these materials can exhibit phase and group velocities of opposite signs and a negative
refractive index in certain frequency ranges, both of these characteristics offer a new design
concept for RF and microwave applications. One of the approaches starts from the equivalent
transmission line model and artificially loads a host line with a dual periodic structure consisting
of series capacitors and shunt inductors [65]. The length of the period and the values of the
capacitors and inductors determine the frequency band in which the material has this double
negative behaviour. One of the challenges for implementation of these concepts for very
high frequencies, where the dimensions of the components become smaller and the process
design rules become very restrictive, is the choice of the inductor and capacitor geometry to
obtain the required left-handed passband and minimum insertion loss at the desired operating
frequency [65].

One of the implementations of such structures is in arrays of wires and split-ring resonat-
ors [66, 67]. These three-dimensional structures are complicated and are difficult to apply to
RF and microwave circuits. A more practical implementation uses transmission lines period-
ically loaded with lumped element networks [68, 69]. The starting point is the transmission
line model presented in Figure 9.12(a).
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Figure 9.12 (a) L-C-L and (b) C-L-C transmission line models [65]

The equivalence between the distributed L and C for the transmission line and the permittiv-
ity and permeability of the medium is expressed as ¢ = C, u = L. By periodically loading this
transmission line with its dual in Figure 9.12 (b), the values of ¢ and u change as follows [68]:

1
Eeft = & — ——— et = M 9.2)

w?’Ld ?*Cd
where ¢ and p are the distributed inductance and capacitance of the host transmission line
repectively. Itis clear from Equation (9.2) that for certain values of L, C and d, the effective per-
mittivity and permeability of the medium becomes negative for some frequency ranges. In these
ranges, the refractive index is negative and the phase and group velocities have opposite signs.

The example structure given in Figure 9.13 can be implemented in many dielectric substrates,
and the host transmission line can be a 75 €2, coplanar waveguide (CPW). The advantage of
the CPW is the ease of building shunt lumped elements, due to the availability of the ground
plane on the same layer as the signal, thus eliminating the need for vias. The series capacitors
and shunt inductors can be implemented as shown in Figure 9.13.

Much research has been accomplished regarding the manufacture, the properties and the
applications of metamaterials. Figure 9.14 shows a top view and a three-dimensional view of
illustrative metamaterial structures that can be used in antenna arrays. The metamaterials in
Figure 9.14 are of the type investigated by Caloz et al. [70].

InFigure 9.14, three unit-cell circuit structures are repeated periodically along the microstrip-
line. A unit-cell circuit, in the structure, consists of one or more electrical components that are
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Figure 9.13 CPW implementation of a metamaterial structure
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Figure 9.14 Periodic structure of three unit cells

repeated- in this case disposed along the microstrip transmission line. In the structure in
Figure 9.14 above, series interdigital capacitors are placed periodically along the line and
T-junctions between each of the capacitors connect the microstripline to shorted spiral stub
delay lines that are, in turn, connected to ground by vias. The microstrip structure of one capa-
citor, one spiral inductor and the associated ground via, form the unit-cell circuit structure of
Figure 9.14.

Structures similar to Figure 9.14 can be used in leaky-wave antennas (as opposed to phased-
array antennas), which have been designed to operate at frequencies of up to approximately
6.0 GHz [70]. With certain modifications, these metamaterials can be used at relatively high
frequencies, such as those frequencies useful in millimetre wave communications applications
i.e. above 60 GHz [71]. For instance, the unit-cell circuit structure of Figure 9.14 can be
reduced to a size much smaller than the effective wavelength of the signal. To achieve a
high-performance transmission line impedance at a particular frequency, the physical size and
positioning of unit cells in the metamaterial microstripline needs to be carefully considered.

High-gain printed arrays have previously relied on a signal-feed/delay line architecture that
resulted in a biconvex, or Fresnel, lens for focusing the microwaves [71]. The use of such
lens architectures has resulted in microwave radiation patterns having relatively poor sidelobe
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performance due to attenuation as the wave passed through the lens. Specifically, the signal
passing through the central portion of the lens tended to be attenuated to a greater degree than
the signal passing through the edges of the lens. This resulted in an aperture distribution function
that was “darker” in the centre of the aperture and “brighter”” near the edges. The diffraction
pattern of this function results in significant sidelobes (the diffraction or far-field radiation
pattern is the two-dimensional Fourier transform of the aperture distribution function). While
placing signal delay lines in the lens portion of the system could reduce the sidelobes and, as a
result, increase the performance of a phased-array system, this was deemed to be limited in its
usefulness because, by including such delay lines, the operating bandwidth of the phased-array
system was reduced. However, instead of a biconvex lens, a metamaterial can be used to create
a biconcave lens (by means of controlling the effective refractive index of the material) for
focusing the wave transmitted by the antenna. As a result, a wave passing through the centre
of the lens is attenuated to a lesser degree relative to the edges of the lens (the aperture is now
brighter at the centre and darker near the edges), thus significantly reducing the amplitude
of the sidelobes of the antenna while, at the same time, retaining a relatively wide useful
bandwidth. By using a number of specific-length microstrip delay lines in the architecture as
in Figure 9.15, the phases of the signals travelling along the edges of the lens can be delayed
relative to those travelling in the centre of the lens. Thus, as previously described, the amplitude
of the central portion of the beam transmitted by antenna can be higher than the amplitude at
the edges and, accordingly, sidelobes are reduced (of course, the effective aperture efficiency
needs to be considered if the gain is an important design factor).

Feed lines Lens

Delay line

Delay line

Delay line

i

Delay line

Delay line

Figure 9.15 Beam-steering array

Metamaterial delay lines can be realised as lines lithographically printed on a suitable sub-
strate. One or more electronic components, such as amplifiers, may be deposited along each
of the delay lines. The delay lines thus form an electromagnetic lens that is used to delay
and/or amplify the individual signals travelling along each delay line. Such (variable) delay
lines can also be used to steer and focus the beams produced by the antenna. However, as
will be realised, delay lines also reduce the useful bandwidth of the phased array antenna
system.
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9.5 High-Temperature Superconducting Antenna

High-temperature superconducting antennas can exhibit an increase in overall gain compared
to their copper equivalent [72]. Many designs have been published and structures realised, as
microstrip arrays directly corresponds to the conventional copper designs. At millimetre wave
frequencies, transmission line loss is important in determining the feasibility of an antenna
array. When a resonant array employs a corporate feed network, an additional effective path
length is introduced so the actual loss will unavoidably increase. Travelling wave arrays have
shorter effective path lengths than resonant arrays and can appear to offer less loss. In a real
implementation for waveguide arrays, however, the actual loss will be greater, due to surface
roughness, metal imperfections, etc. Use of superconducting waveguides can allow the effi-
ciency of the feed component of the antenna to approach 0 dB, and thus may allow a significant
extension of array techniques. For a printed array, it has been reported that a microstrip of con-
ventional dimensions experiences a loss reduction of the order of 20 dB at 100 GHz, while a
thin-film microstrip realisation could show another 10 dB of loss reduction [73]. Thus with
the reduction in resistive loss associated with superconductors, high-gain microstrip arrays
become a practical proposition at millimetre wave frequencies.

The use of high-temperature superconductor (HTS) thin-film structures in microwave integ-
rated circuits employed in aerospace applications and terrestrial mobile communication base
stations, offers the possibility of significantly reducing the weight and volume of the microwave
equipment, even though the system must include cryogenic equipment to provide an opera-
tional temperature in the range of 60 to 77 K. Thus it can be said that the HTS applications in
microwave engineering have become part of common industrial practice [74]. This emphas-
izes the importance of investigation into the physical properties of HTS thin films and of the
development of microwave characteristics of such films. Thin HTS films are prepared by epi-
taxial growth on single-crystal dielectric substrates. In many cases, the film quality is governed
to a considerable extent by the processes occurring at the interface between the film and the
substrate. As a consequence, the state of the interface in heteroepitaxial systems consisting
of HTS films and dielectric substrates becomes extremely important from the standpoint of
practical applications of HTS in modern microwave electronics [74].

Superconductivity was initially discovered in 1911 and the highest superconducting trans-
ition temperature observed was in the Nb;Ge compound (23.2 K), and this was the highest
transition temperature known of until 1986, when high-temperature superconductivity in the
La—Ba—Cu—O ceramic was announced. Before high-temperature superconductivity had been
established to exist, oxide-type superconductors were considered a curiosity and not worthy
of serious consideration.

At the beginning of 1987, the situation changed abruptly, and the HTS became a subject
of worldwide interest. Figure 9.16 depicts the history of high-temperature superconductors
in terms of the compounds and their superconducting transition temperature. As the ini-
tial interest gradually abated, the area of HTS applications has become the major focus of
research. Although the detailed physics of high-temperature superconductors differs from
that of the earlier (low-temperature) superconductors, they nevertheless possess many of the
properties that are of interest to many applications in engineering. The YBa,Cu;0;_, and
Tl,Ba,Ca,Cu;0,, compounds deposited as thin films were found suitable for practical applic-
ations as a basis for microwave devices [75, 76], with transition temperatures relatively easily
attained, both in the laboratory and in the field, for commercial applications.
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Figure 9.16 The history of high-temperature superconductors [77]

While HTS materials for research are currently grown in the form of perfect single crystals
and these are used in investigations of the fundamental properties of substances, no commer-
cial devices have yet been designed on the basis of HTS single crystals. The use of HTS in
electronics is mainly based on polycrystalline thin films on a (low-loss) dielectric substrate.
In the case of microwave applications, the best substrate for YBa,Cu;0,_, films was found to
be sapphire buffered by a thin CeO, layer [78, 79]. One example of a superconducting dipole
antenna is shown in Figure 9.17. The dipole is fed by means of a feed line through a via.
However, the problem of growing perfect HTS epitaxial films has not been solved completely.
Process optimisation for film integrity is a skill akin to many processes requiring a high degree
of expertise in the semiconductor industry. Processing, materials, conditions and film prop-
erties all have to be controlled reliably for consistent films to be produced. In particular, the
properties of the superconductor can vary according to the direction of the crystallographic
axes (termed a, b and ¢ axes). These superconductors have a structure that is termed a Per-
ovskite lattice (from the naturally occurring mineral). Figure 9.18 illustrates the formation of
YBa,Cu;0,_, grains on a crystalline film, where (i) is an epitaxial c-axis HTS grain, (ii) is an
a-axis HTS grain and (iii) is an axially misaligned HTS grain.

L —— Dipole

| — Feed line

Ground plane

Figure 9.17 YBa,Cu;0,_, dipole antenna
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Figure 9.18 Possible formation of YBa,Cu;0;_, grains on a crystalline substrate

The surface resistance of HTS at microwave frequencies is responsible for the loss in planar
antenna feeding lines and for the decay of oscillation in resonators. Therefore discussed next
will be the role of this property in surface impedance.

The surface impedance of an HTS material for a plane electromagnetic wave incident nor-
mally to its surface is defined as the ratio of |E| to |H| on the surface of the sample. It is
described by the equation:

. 12
Zsur = Rsur + iXsur = <ﬂ> (93)

(o] _iaz

where Ry, and X, are the surface resistance and the surface reactance, respectively, = 27 f,
£ is the frequency in Hz, 1, is the magnetic permeability of free space, and o, and o, are the
real and imaginary parts of the conductivity.

The two-fluid model proposed by Gorter and Casimir [80] is commonly used for a real-
istic description of the HTS surface impedance [75, 76]. In accordance with this model, the
components of the conductivity can be written as:

e’n,t 1
o) = —_— 9.4)
m 1+ (wt)
en, n, ot
= 1+—— 9.5
o wm |: ng 1+ (a)t)z] ©-5)

where e and m are the charge and the effective mass of the electron respectively, t is the
relaxation time, and n, and n, are the densities of the normal and superconducting charge
carriers.

Within the microwave and millimetre wave frequency range [(wt)* << 1], Equations (9.4)
and (9.5) can be simplified to:

o1 = (9.6)

9.7)

0, =



248 ADVANCED ANTENNA MATERIALS
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where A is the London penetration depth [75].
Substituting Equations (9.6) and (9.7) into Equation (9.3) and taking into account that for
T < T. the inequality a),uoo,,)»i << 1isvalid, it can be stated that [75, 76]:

where:

Ry = l( 2o\
sur — 2 CUIL()) Oy L
Xsur = w/-’LO)\L

The parameters o, and A, are temperature dependent. It should be noted that surface resist-
ance varies as f'/? for normal metals, and f? for superconductors. The frequency at which the
superconductor’s surface resistance becomes equal to the surface resistance of copper is called
the crossover frequency. Experiments show that the crossover frequency for high-temperature
superconductors such as YBCO and copper is above 100 GHz [77]. Therefore, below this
frequency, HTS materials have an advantage over copper and normal conductors at the same
temperature. A comparison of surface resistance between TBCCO superconductor thin film
and copper is plotted in Figure 9.19. This shows that a superconducting film has less than
one-tenth of the surface resistance of copper.
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Figure 9.19 Surface resistance comparison between TBCCO and Cu at 40 GHz [81]

For a superconducting antenna such as a helix, the antenna efficiency is then given by [72]:

R,

= (9.8)
Rr + Rl + Rm

n

where R, is radiation resistance, R, is loss resistance, and R, is an equivalent resistance asso-
ciated with losses in the matching network. R, is proportional to surface resistance. Therefore,
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antenna efficiency can be improved as the surface resistance is reduced, and superconducting
antennas could have better efficiency than copper antennas at the same temperature.

In addition to millimetre wave antenna elements, high-temperature superconductors can
also be applied to superior-performance millimetre wave feeding networks, millimetre wave
resonators and interconnects. The use of high dielectric constant substrates also means that
components at these high frequencies can be considerably smaller than in conventional circuits.
Metamaterial components can also be realised, and bulk components have begun to appear
as research subjects. The advantages of high-temperature superconductors in millimetre wave
applications of up to 100 GHz are many, and although early commercial products at microwave
frequencies exist (e.g. in cellular base stations), the investigation into the use of these materials
at these higher frequencies remains a laboratory activity.

9.6 Nano Antennas

Nanotubes have different characteristics from conventional metallic transmission lines. For
instance, the wave velocity on a carbon nanotube transmission line in free space is of the
order of the Fermi velocity vg, rather than the speed of light c¢. For a carbon nanotube, vg is
about 9.71 x 10° m/s. It is found that the propagation velocity on a carbon nanotube dipole is
v, & 6.2vr & 0.02c. Thus, wavelengths are much shorter in a carbon nanotube, compared to
those in a conventional microscopic metallic tube.

Basic properties of dipole transmitting antennas formed by carbon nanotubes have been
studied [82]. Some properties of carbon nanotube antennas are found to be quite different
from the case of an infinitely thin copper antenna of the same size and shape. It is found that
carbon nanotube antennas have plasmon resonances above a critical frequency, have high input
impedances (which can be used for connecting to nanoelectronic circuits), and have very low
efficiencies.

A model for parallel wire carbon nanotube transmission lines has been created [83]. Surface
waves on carbon nanotubes and carbon nanotube antennas are discussed there. Using carbon
nanotubes, slow-wave structures with a wave velocity reduction of two orders of magnitude
can be realised. This opens up the potential for ultra-compact resonant antennas and extremely
small distributed circuits, e.g. surface wave filters for frequencies of GHz, and up into the THz
range [84].
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High-Speed Wireless Applications

Antennas are one of the key building blocks for wireless communications networks. There are
innumerable possible applications for millimetre wave antennas, but this chapter will give some
examples of V-band and E-band antenna applications in Sections 10.1 and 10.2. Distributed
antenna systems and wireless mesh networks are discussed at the end of the chapter.

10.1 V-Band Antenna Applications

The 60 GHz band offers an ample, license-free bandwidth. In the United States, the range
from 57 to 64 GHz is available, while in Japan, 59 to 66 GHz is available (see Chapter 1).
With 7 GHz of bandwidth, there are many high data rate applications that can be envisage.
The 60 GHz radio is suitable for high data rate and short distance applications, as there is
less interference with other wireless standards than the UWB [1]. Therefore it can be used for
indoor applications such as audio/video transmission, desktop connection and for the support
of portable devices. These applications can be divided into the following categories:

® Personal area network

e High-definition video streaming
e Point-to-multipoint links

® Video broadcasting

e Intervehicle communication

e Multigigabit file transmission

In each category, there are various situations that can arise based on:

e whether they are used in a residential area or office

e distance between the transmitters and receivers

e line-of-sight (LOS) or non-line-of-sight (NLOS) connections
® position of the transceivers

e mobility of the devices

Millimetre Wave Antennas for Gigabit Wireless Communications Kao-Cheng Huang and David J. Edwards
© 2008 John Wiley & Sons, Ltd
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10.1.1 Wireless Personal Area Networks (WPANs)

The 60 GHz band is ideally suited for personal area network (PAN) applications [2]. A 60 GHz
link could be used to replace various cables used today in the office or home, including gig-
abit Ethernet (1000 Mbps), USB 2.0 (480 Mbps) or IEEE 1394 (~800 Mbps). Currently, the
data rates of these connections have precluded wireless links, since they require so much
bandwidth. The 60 GHz band is providing promising wireless technologies for these applic-
ations. The intended range of WPANs is 10 m or less, which covers the size of most offices,
medium-size conference rooms and rooms in the home. Wireless PANs could interconnect vari-
ous electronic devices, including laptops, cameras, PDAs and monitors. Applications include
wireless displays, a wireless docking station and wireless streaming of data from one device
to an other [3]. Streaming data from one device to another will benefit from the high data
rates achievable at 60 GHz. For example, a Blu-ray Disc with 50 gigabytes of memory will
take more than two hours to download its contents over a 54 Mbps WiFi connection, but ~50
seconds to download over a 1 Gb/s at 60 GHz.

10.1.2 Wireless HDMI

The high-definition multimedia interface (HDMI) is evolving to be the standard interface for
high-definition TVs (see Figure 10.1). This cable provides both video and audio information.
Depending on the resolution of the display, the data rates required for an uncompressed HDMI
signal can be substantial. The key advantage of 60 GHz is the ability to provide wireless, secure
and uncompressed high-definition video distribution [4]. Wireless networks allow the display to
be located far from the information source (DVD player, cable box, etc.). This obviates the need
for bulky wires from the “picture-frame’ display on the wall to the DVD player in the cabinet.
Security is provided at 60 GHz due to the atmospheric and material properties at this frequencys;
over long ranges, there is significant signal loss due to oxygen absorption, and there is also
significant attenuation through walls. These two facts prevent the HDTV signal from leaking
into adjacent rooms and residences. This is a definite benefit when it comes to content providers,
who desire to limit distribution of the contents to the legitimate purchaser of their services.
Uncompressed signalling retains the image quality in the link, which is of particular concern if
lossy compression is being considered. Additionally, avoiding compression avoids the need to
pay royalties for the compression algorithm. The data rates for HDMI depend on the resolution
of the display and the use of the interlacing or progressive scan. High-definition video streaming
includes uncompressed video streaming for residential use. In this application an uncompressed

mm wave camcorder

Figure 10.1 Wireless high-definition applications
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video/audio stream is sent from a DVD player to an HDTV. A typical distance between them
would be 5 to 10 m with either a LOS or NLOS connection [5]. The high-definition streams
can also come from portable devices such as a laptop computer, personal data assistant (PDA)
or portable media player (PMP), placed somewhere in the same room with an HDTV. In this
setting, the coverage range might be 3 to 5 m with either a LOS or NLOS connection. NLOS
may produce the best results because the direct propagation path may be temporarily blocked
by human bodies or objects. Uncompressed video streaming can also be used for a laptop-
to-projector connection in a conference room where people can share the same projector and
easily connect to the projector without switching cables, as has to happen in the case of cable
connection.

The WirelessHD 1.0 specification was launched in January 2008. It is architected and
optimised for wireless display connectivity, achieving in its first generation implementation
high-speed rates from 2 to 5Gb/s for the CE, PC and portable device segments. Its core
technology projects theoretical data rates as high as 20 Gb/s, permitting it to scale to higher
resolutions, colour depth and range. Coexisting with other wireless services, the WirelessHD
platform is designed to operate cooperatively with existing, wireline display technologies.

The recent availability of several new technologies makes it possible to achieve the multi-
gigabit data rates required for uncompressed video streaming [6]. Such breakthroughs enable
low cost, better image quality and higher performance wireless A/V systems. The major
characteristics and key technologies include:

e High interoperability supported by major CE device manufacturers

e Uncompressed HD video, audio and data transmission, scalable to future high-definition
A/V formats

e High-speed wireless, multigigabit technology in the unlicensed 60 GHz band

e Smart antenna technology to overcome line-of-sight constraints of 60 GHz

e Secure communications

e Device control for simple operation of consumer electronic products

e Error protection, framing and timing control techniques for a quality consumer experience

10.1.3 Point-to-Point 60 GHz Links

Point-to-point links are used today for telecommunications backhauls [7]. They employ high-
gain antennas to increase the range of the link. The 60 GHz band is being used in the marketplace
today for such links, and the corresponding chips are implemented in III-V technologies.
Silicon offers the best promise to reduce the cost of these systems, though the bulk of the
system cost is still installation fees, requiring someone to install the equipment on top of a
pole. In Figure 10.2, ad hoc information distribution with a point-to-point network extension
makes advertisement distribution or contents downloading services easy, and allows immediate
construction, for example in an exhibition site.

10.1.4 Broadcasting a Video Signal Transmission System in a
Sports Stadium

Using the 60 GHz technology on an HDTV camera system, images and audio signals can be
